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Preface

This book has a dual character. On the one hand, it is structured in the
form of a textbook. Subjects are treated in a sequence such that the
reader can follow from basics to more elaborate formulations; most of
the elements required for its proper comprehension are given, making
it self sufficient; references are deliberately kept to a minimum. On the
other hand, the book is the result of extensive research, and the know-
Iedgeable reader will find many stimulating propositions, some more
novel than others, and some probably more pertinent than others.

Integrated land use and transport modelling is an area of research
that reached a high peak in Britain in the early seventies, mainly with
an academic interest. Real-world applications in industrialised nations,
however, have been limited mainly because of the slow rate of growth
of the cities of Europe. The second half of the seventies and the first half
of the eighties have seen considerable advances in the development of
theories and operational models in the area of transport. Most cities in
Europe and the USA regularly use stand-alone transport models for their
everyday planning practice, considering the location of activities and
other socio-economic variables as a relatively stable set of given inputs.
The situation in third world countries, however, is quite different; since
cities grow so rapidly, the interaction between the location of activities
and the transport system becomes a dominant issue. It is not surprising,
then, that the research contained in this book is supported by applica-
tions mostly carried out in Venezuela. It is argued that this area of
research will see new light, at least in Europe, because of its potential
for the evaluation of energy use in cities and regions.

The idea of writing this book originated in a phD thesis for the
University of Cambridge. The aim of the thesis and of this book is to
propose a general and consistent theoretical framework for land use and
transport analysis. There are many advantages in presenting a unified
explanation for most of the urban phenomena, and the purpose of this
book is to lay this out as clearly as possible. This book, however, differs
from the original thesis in many ways. Firstly, several years of research
and development in the area of integrated land use and transport
modelling modified substantially many of the original propositions.
Next, a large number of real-world applications of the proposed methods
have lead to numerous improvements, Lastly, a decade of post-graduate
teaching in the Universidad Central de Venezuela has enabled the
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author to present matters in different logical orders, hopefully making
them more comprehensible to the reader.

The first chapter of the book is devoted to the epistemology of social
sciences and to models in particular. Although it is not intended to be
a full treatment of this subject, it is covered to a certain length, bbcause
there are a number of frequent misunderstandings with respect to the
scientific method in social sciences. In particular, the role of models has
not been covered adequately by the literature. Much more work must
be devoted to this subject, mainly because social scientists are going
through so many methodological changes, and models are bound to
play an increasingly important role.

The second chapter deals with theories and models based on micro-
economic theory. They not only represent the beginning of land use and
lransport modelling in historical terms, but also present basic concepts
that are used in the rest of the book. A third chapter reviews spatial
interaction models, from their gravitational origin to entropy maximis-
ing types. At the end of this chapter a comparison between micro-
economic models and the spatial interaction approach is made, not only
from a theoretical point of view, but also from the point of view of their
mathematical representation, a matter of great importance.

Chapter 4 discusses random utility theory, presented as the bridge
between micro-economics and spatial interaction, allowing the integra-
tion between the principles of the former and the discrete, aggregated
forrrulation of the latter. This represents the theoretical backbone for
the subjects in the remaining chapters. From this starting point, chapter
5 looks at macro-economic theories, particularly the input--output
model, establishing a close relation with spatial interaction. The broad
theoretical framework provided by input--output analysis can be used

for the representation of cities and/or regions,.and if prices and elastici-
ties are incorporated, together with random utility theory, markets can
also be represented.

Chapter 6 presents a number of issues related to land use, the location
of activities in space, demand and supply of floorspace and the formation
of property markets. Chapter 7 covers the transportation system, its
relation to land use, and the supply/demand relationships that prevail.
Only those aspects of supply that affect demand analysis are treated.

Finally, chapter 8 acts as an appendix to the theoretical chapters,
presenting an operative land use and hansport model that has been

developed by the author and Beatriz Perez. The idea in presenting such
a model, code-named rRANUs, is to illushate the practical implications
of the theory. The model is first outlined, and finally a number of specific
real applications are described to further illustrate its usefulness.

In the theoretical chapters, the reader will find references to specific
computer programs that have been developed by the author to illustrate
particular issues. In fact, some of these programs have been used in this
book to produce numerical examples. Details of the programs are
included in an appendix.
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1

Social sciences and planning

The view that social sciences are very difrerent llom other forms of
science is common, hence the need to develop special methods. In
section 1.1 it is argued that, although there are some important dif-
ferences, modern developments both in social sciences and in what are
called here natural sciences tend to reduce them, pointing towards a
common methodological framework. This idea serves as an introduc-
tion to further sections where the scientific method for the social
sciences is outlined, and then is shown the role that models play in it.

l.l Natural and social sciences: the hypothesis of convergency

Traditionally, social sciences have been considered a very special form
ofscience, difrerent from biology, physics or natural sciences in general.
Many arguments are put forward to support this distinction. Firstly,
natural phenomena are said tobepermansnt, that is, they do not change
through time. For instance, water boils at 100 oC at sea level and it will
continue to do so in the foreseeable future. By conhast, social phenom-
ena are considered to be ever-changing. As a result, theories that
explain natural phenomena are p€nnanent truths or laws of ruture. It
may well be that in natural sciences theories themselves change and old
ones are replaced by new ones, but once adopted, they are consldered
as pennanent. If social phenomena are ever-changing, social theories
may be valid only for a short period of time; that is, they have a
particular historical reference.

Because it is generally assumed that natural phenomena are per-
manent, theories that successfully explain their past behaviour have
strong predictive power. In social sciences, even I a theory has been
very successful in explaining a phenomenon that occurred in the past,

it can only provide predictions as long as the historical conditions
prevail.

Another diflerence that is commonly pointed out is that natural
phenomena can be reproduced in the controlled conditions of a labora-
tory, which isolates them from unwanted externallties. The use of
experiments has become a key element ln the creation of knowledge in
natural sciences. In social sciences it is impossible to experiment in this
way, because it would be expensive, unfair to the people involved, and
because the mere fact that an experiment is underway aflects behaviour
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and hence distorts results.,social sciences are restricted because empiri-
cal evidence can only be inferred from data describing past events, and

therefore a particular phenomenon can never be isolated from its

complex surroundings.
Furthermore, a popular argument to explain the differences between

natural and social sciences is that, since the social scientist is himself
part of the social environment, his propositions are influenced by
ideology and by his personal relationship with the phenomena being

investigated. The natural scientist, on the contrary, is said to be neutral
in that his political views bear no relationship with his research.

In spite of the strength of the arguments which attempt to make a

distinction between natural and social sciences, scientists in both fields

are beginning to recognise that such differences are fading, making it
difficult to draw a clear line of demarcation. There are many factors that
have helped to bring this about. In the last few decades, natural sciences

have been shaken by the introduction of theories that have completely
changed, if not contradicted, old theoretical bastions. The theory of
relativity is often quoted as an example of a fundamental change in
scientific thinking. Newton's law of gravity was thought to be a per-

manent truth, verified by innumerable experiments and able to produce

successful and useful predictions. Yet relativity emerged as a new
theory, and to make matters worse, it was based on little empirical
evidence and difficult to prove through experiments. This was a direct
challenge to induction as the method for creating knowledge. Induction
states that scientific theories have to be inferred from direct observations
of reality; for relativity this was clearly not the case. It became gradually
evident that laws of nature should be understood as intellectual con-

structions rather than substantive real entities. Scientists became scepti-

cal about permanent truths in general.

Nowadays, theories in natural science are simply considered as a set

of propositions that attempt an explanation of real phenomena. There

can be a large number of theories explaining particular phenomena, so

that a scientist must choose from among competing theories the one he

thinks gives a better explanation. Thus, theories are never absolute

truths: they are preferred options to be replaced if no longer useful.

Kuhn (1962) argues that scientists usually work with an accepted body

of theories or paradigms. This is defined as normal science. However, they
may come across a discovery which fundamentally contradicts or
modifies an existing paradigm. A revolutionary period takes place,

resulting in the replacement of the old paradigm. What has happened
in this century is that the speed at which this process comes about is

increasing steadily, making it difficult to distinguish between normality
and revolution.

There has also been a change in the way scientists have been con-

structing theories about natural phenomena which brings them closer

to the social sciences. The strictness between cause and eflect used to be

a basic principle respected by all. Between the cause 100oC and the
effect boiling water, there could be no leeway, and if the theory was to
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be accepted or even considered, it had to correspond exactly in all cases

to the highest degree of accuracy. However, in the last few decades, this
principle has been relaxed. Faced with the necessity of explaining a large
number of simultaneous events. natural scientists have been creating
theories in which a cause produces an effect with a certain degree of
probability. Classic examples are thermodynamics and mechanical stat-
istics. This is a relatively recent development, and it must be remem-
bered that even Einstein abhorred the idea that in nature anything
could happen by chance. Today, many natural systems in physics and
biology are conceived as ever-changing entities, represented through
concepts such as probabilities, likelihood, unexplained or random
elements, error margins, and even catastrophes and surprises.

This has meant that both natural and social sciences are increasingly
adopting similar methods. Statistics has become, perhaps, the major
common ground, and an exception in the sense that it is one of the few
branches of mathematics specifically developed for the social sciences
and later adopted by physics and biology.

Social sciences recognised very early on the changing character of
real phenomena. Marx (1847) criticised the formulation of permanent
social laws which classical economists had adopted so enthusiastically.
Such laws, Marx claimed, must be understood as mere human construc-
tions, therefore, they can be adopted as long as they are useful. 'The

same men who establish social relations . . . also produce principles,
laws and categories, in conformity with their social relations. Thus,
these categories are no more eternal than the relations which they
express. They are historical and transient products.'

In the case of planning, the main subject of this book, the process of
convergency has been accelerated by the fact that many disciplines that
originated in the tradition of natural sciences have moved into areas like
economics. town planning and architecture. Transportation engineers
have expanded their area of interest from traffic to the causes that
generate traffic, such as the location and socio+conomic characteristics
of drivers. Industrial engineers have moved from the technical aspects

of productive processes, to a much broader view of the social and
economic environment of production. Their contribution to social
sciences is significant, the best-known being linear programming,
syst€ms analysis and cybernetics. Geography has also helped in the
process of convergency, firmly incorporating urban and regional
analysis into its field, and introducing many methods and theories
formerly applied in physical geography.

Many authors describe this process as a quantitative revolution (Batty,
1976), because it represents an important change in the way of
thinking. fust over a century ago, the social sciences were considered by
the scientific establishment as a soft area of research, interested in
subjects that nobody could seriously describe as scientific problems. In
the battle for recognition, social scientists reacted by building a defens-
ive wall, insisting that exclusive methods and a iargon of its own were
required. Those initiated were expected to adopt these peculiarities
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wholeheartedly, and any attempts to use methods from, or analogies to,
natural sciences were denounced as anathema. Nowadays, as social
sciences have acquired a solid reputation, this tendency to break away
has lost strength, and cross-fertilisation with other disciplines is no
longer considered negatively.

In this process of convergency, the invention and increasing avail-
ability of computers has become another important common element.
Social events are best described as large sets of data that are easily
manipulated by computers. Once data have been stored conveniently,
many different types of analysis become possible, from simple statistics
to complex numerical analysis and econometrics. In the case of urban
and regional studies, the possibility of building large data-banks with
spatial referencing enables a kind of analysis that would be impossible
without a computer.

The main contribution of digital computing is, however, the possi-

bility of simulation, enabling the social scientist to perform experiments.
This, it was mentioned, was something that social scientists could not
do in the past. Since ideal laboratory conditions cannot be created,
simulation becomes a viable substitution: instead ef alaking experi-
ments in real environments, the analyst recreates a simplified version of
reality in a computer model. Once satisfied that the model reproduces
reality to an accepted degree of accuracy, the analyst can perform
experiments on the artificial envtonment. The importance of these
experiments contributes not only to decision makilg in planning, but to
theory building in scienfific research as well.

1.2 The scientific method

Here, the process of constructing scientific knowledge is presented,

based primarily on Popper's (1963, 1972) explanation. These ideas are
then adapted, in a later section, to the way in which people build social
knowledge, to the planning process, and to the creation of knowledge
in social sciences. This leads to the discussion of two particular cases:

the social scientist and the planner.
For a long time it was thought that a scientist distinguished himself

from other intellectuals because he used facts to support his statements
about the real world. This process of building hypotheses on accumu-
lated observations of specific instances is lrrown as iniluction, and was
originally described by Bacon. According to this method, the scientist
identifies a phenomenon located at some point on the fringe between
what is known and what is ignored. Scientists collect information about
the phenomenon until several hypotheses can be forrrulated in order to
explain it. Discussion then takes place and the hypothesis that manages
to collect the largest number of corroborating facts becomes the
accepted fruth. The frontier between knowledge and ignorance is then
pushed one step further, and a completely new area of research becomes
available.
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Induction is based on the principle that confirming evidence is the
proof a particular hypothesis requires in order to be accepted, and
therefore is the basis for the creation of scientific knowledge. However,
it is clear that even if overwhelming confirming evidence leads us to
believe that a certain hypothesis is correct, it does not necessarily
demonstrate it. Popper (1963) uses the statement'all swans are white'
as a classical example to explain this; based on this hypothesis, a

scientist can devote a considerable amount of energy looking for white
swans, obtaining thousands of confirming events to show that the
hypothesis is true. The magnitude of the confirming evidence may be

such that we may be induced psychologically to believe that we have
arrived at an absolute and permanent truth, and zoologists can work
happily and creatively on this basis for years - until someone discovers
a single black swan. The conclusion is, then, that confirming evidence
does not necessarily prove anything, yet this was thought to be the basis
of all scientific knowledge. This disturbing argument was first put
forward by Hume, and is known as Hume's problem.

To solve it, Popper proposed the concept of logicalasAmmetry between
verification and falsification, which simply states that even if no amount
of confirming evidence can demonstrate the truth of a stalement, a
single piece of refuting evidence falsifies it, This, however, must not be

regarded as unfortunate, because it is precisely the refuting evidence
that allows the scientist to improve upon his previous statement. In the
above example, the original statement can now become 'not all swans
are white', or better still, the scientist can look for an improved state-
ment that describes swans in terms other than colour, such as the
genetical stxucture and other elements, resulting in a more general
statement which at the same time contains more information.
Therefore, to create knowledge, scientists should always look for
refuting rather than confirming evidence.

According to Popper, the fact that a particular statement is poten-
tially subject to refutation, establishes the criteria of demarcation between
science and non-science. For example, the statement 'the sun will rise
tomorrow between 6 and 9 a.m.' is a scientific statement, because even
if it might have a high degree of probability in particular latitudes, there
is always a chance that it might fail to be true. The statement will run
a greater risk if it is modified to 'between 7:30 and 7:32a.m.', but it will
be more useful, For this kind of statement it is always possible to devise
an experiment that can potentially put the statement at risk. By
contrast, a statement like 'Buddha is eternal' might be considered by
millions as an inspiring and useful idea, but since it is impossible to
refute, it cannot be considered as a scientific statement.

Popper also explains the construction of knowledge as a social
process, in which three worlds can be distinguished: world one, the
world of existing material things; world two, the world of individual
minds where the process of building knowledge takes place: and world
three, the world of culture, books, works of art, schools, institutions,
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traditions, and so on, where knowledge is accumulated. World three,
then, exists independently of individuals, and for this reason is called
objective knowledge.

The scientific process is as follows: the phenomenon being inves-
tigated exists in world one; theories are devised in world two in the form
of potentially refutable propositions, which are then tested against
world one events; preferred theories are added to previous knowledge,
becoming objective knowledge in world three. Previously accumulated
objective knowledge afrects the way in which individuals perceive the
real world, and provides the cultural background in the process of
testing and selecting a preferred theory.

Whether or not individual solutions are accepted, they become part
of objective knowledge. This is where intellectual products are stored, so

that others can use them in the next cycles of scientific research. A
rejected theory can be as valuable as accepted ones, because eventually
it may become accepted, or because parts of it can be used to assemble

an improved theory, or simply because if it failed the tests, the question
as to why it failed gives rise to problems that would otherwise have
remained unnoticed.

The way in which the scientific method is structured is also import-
ant. The traditional inductive method is a linear process, where the
starting element is observation. The next stage in the process is
generalisation, from which a hypothesis is iniluceil and then tested

through experimentation. If the tests provide sufficient confirming
evidence, the successful statement becomes knowledge.

Popper argues that simple observation of reality cannot be the
starting point in the process of research. What is chosen as a subject for
observation is determined by the need to solve problems. Problem
identification replaces observation as the driving element in the scientific
method, after which a proposed solution (new theory) leads to the
deduction of testable propositions. After tests (attempted refutations), a
preference must be established between competing theories. Once a
preferred solution has been decided, new problems arise, beginning the
process all over again. The scientific method becomes cyclic or iterative,
rather than linear. The inductive method and Popper's proposition are
compared in figure 1.1.

1.3 Social phenomena and social objective knowledge

The approach presented above is particularly relevant to social
phenomena, and in this section a particular adaptation of Popper's
scientific method is proposed. The idea of the three worlds, to start with,
can be usefully applied to social events in general. All individuals,
human organisations and their relationship with the environment
constitute world one. At the same time, each individual member of
society constitutes world two and, as such, identifies a set of problems,
conditioned by his cultural, ideological and political background. This
background, the storehouse of accumulated experiences of society,
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lnduc'tivo method Popper's proposition

Observation and
experimentation

Generalisation

Hypothesis

Tesrs

Knowledge

constitutes $rorld three, social objective knowledge. Within world two,
individuals devise alternative solutions to the problems they have ident-
ified, in the form of proposed courses of action, rather than scientific
theories.

If Popper's description of the scientific process is followed strictly, the
next stage should be the deduction of testable propositions, that is,

experiments or attempts to refute the alternative soluflons. In the case

of social events, however, individuals cannot perforn experiments.
They can, instead, resort to historical evidence by assuming that if a
certain course of action did or did not work in the past, it similarly might
or might not work in the foreseen future.

Each individual will decide among alternative courses of action open
to him according to the level of benefit he expects lbom each one. [n
other words, individuals will estimate the benefits that each alternadve
course will produce, should they carry it out, and then opt for the one
they think will reward them with the highest benefits. This is roughly
what is called ufrlity maximisation in economics. But how are in-
dividuals able to estimate the expected benefits? For this, they must have
some idea of how society is structured, of the way in which they relate
individually to the rest of society, and of how other individuals or gpoups

will react to their own actions. Each individual will understand his
social environment in a particular way, and will conceive of society as

a set of elements (the state, institutions, social groups, etc.) and a set of
relationships among them. In other words, each individual will have,
consciously or unconsciously, a moilel of. his own soclal environment.

Individuals will use their models of society to test the proposed

courses of action in an imaginary and anticipatcd way. From these

Figure l.l. The scientlflc
method - lnducdon and
Popper's prcposltlon

Deduction of testable
propositions
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simulated tests, a preferred solution will emerge and action will follow,
modifying world one. Action, however, may or may not produce the
anticipated effects. The similitude between the anticipated effects and
the outcome of the actions in real terms will depend on the accuracy of
the model, on the action taken by others, and on other unpredicted
events.

All courses of action will become part of world three, the objective
knowledge of society. New problems will emerge, because the social
environment changes, because corrections to previous actions are

necessary, or as a direct consequence of the actions taken. The main
feature of this process, in which a large number of individuals are
simultaneously defining problems, testing alternative courses of action
with numerous models, and frnally acting simultaneously upon a
common social environment, can be defined as the multiplicity of social

objective knowledge.

Failure to recognise this multiplicity can lead to misconceptions,
Popper (1966) himself assumes that there is a certain oneness in the
creation of social knowledge, which is true, but only to a certain extent.
In a way Popper makes a straightforward translation from his own
description of the way in which scientists create knowledge to the way
in which society builds social knowledge. In order to encourage this
process, Popper (1966) proposes an open societA, in which criticism,
discussion and the principle of refutation are the means of developing
social knowledge. Campbell (1959) uses a similar idea to define an
experimental society, where real-life tests are regularly carried out to
increase social knowledge. Batty (1975) describes this as asociallearning
process, but recognises the existence ofconflicts. Social groups can have
different, conflicting goals and thus might consider a proposed solution
to a common problem as against their own interests. The role of the
planner, according to this view, consists of identiffing these conflicts
and providing channels of communication in order to arrive at com-
promise solutions, halfway between two conflicting interests.

From a Marxist point of view, the possibility of achieving consensus
or even compromise is limited in a class-structured society, because
basic conflicts like the exploitation of labour by the owners of the means
of production are unsolvable. The only possible solution is to achieve a

classless society, i.e. to abolish private ownership of the means of
production: only then can conflicts (these would still exist) be solved.

It can be concluded, then, that social processes are much more
complicated than scientific ones because of the two factors described
above: multiplicity and conflict. All members of society are actively
working in numerous worlds two, so that the preferred solution in the
scientific process becomes a large number of courses of action, often
contradicting each other. A new social situation emerges as a result of
these numerous actions, forcing their way through a network of social
relationships. The degree of success of each individual will dependon his
share of power within the social structure, as much as of the rightness
of their actions. In order to increase their influence, individuals will tend
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to group with others whose model of society is similar, and with whom
compromise lies within an acceptable range. This leads to political
parties, trade unions, action groups, and so on. Each group will create
its own obiective knowledge.

1.4 Social scientists and planners

The process described above applies to all members of a particular
society, but there are two special cases that deserve further discussion:
the social scientist and the planner.

7.4.7 The social scientist

The aim of the social scientist is to improve knowledge about social
phenomena. In order to achieve this, he will follow roughly the same
process described above for all scientists.

The first question that can be raised is: to what extent is the social
scientist biased in his research because of the fact that he is an active
member of the society which constitutes his subject matter? The answer
must be that, from the stage of problem identification to the final
creation of knowledge, the social scientist is conditioned by his position
in society, his cultural background and his political views. But the same
can be said of any scientist. When a physicist or a biologist chooses his
subject of interest, he is also conditioned by his social environment.
What is certain is that the subjectivity of science in general cannot be
considered as a deficiency. The fact that a scientist belongs to society
does not blind him; it merely provides him with a necessary perspective,

and vision and perspective go together. On the other hand, problems,
whether natural or social, are problems because they affect people; if
they did not, they would not be worth investigating. The only source of
information available to a scientist to help him decide which are the
most relevant problems and to motivate him to solve them, stems from
his particular position in society.

The social scientist, then, can be seen as an active member of society
investigating his own environment, in the same way as any other
scientist would proceed with respect to any other subject. The fact that
he belongs to society is precisely what enables him to identify problems,

in this case, a particular social phenomenon of relevance. He will
lormulate one or more theories to explain the problem at hand, and
from these he will derive testable propositions. [t was said that in the
case of social sciences, laboratory-type experiments cannot be perfor-
med, so that the scientist must resort to models. Models are, then,
testable propositions derived from theories.

A simple example may be useful at this point. A scientist identifies
education as a problem in a particular city, because he realises that
students with similar IQs perform differently. He elaborates a theory that
explains this as due to two factors: crowded classrooms and the educa-
tional level of parents. This theory as such cannot be tested in the
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haditional way, because the scientist cannot change the teacher/
student ratio or the educational level of parents for the sake of the
experiment. But he can build a model which states that the level of
performance measured, say, in terms of success rates in examinations,
is a linear function of the teacher/student ratio, and of an index of
parental education. He can then collect the relevant data and test the
model.

From this example, several conclusions can be drawn. Firstly, a model
is a reinterpretation of a theory in a testable form. Next, it must be noted
that from a single theory several models can be built. For example, it
could have been an exponential function instead of a linear one, or the
variables could have been measured in different terms. It is also possible

that the same model can be used to test different theories, for instance,
that the educational level of parents plays only a minor role. The results
of the tests will help the scientist to establish a preference among the
competing theories. It can also be concluded that if the tests are carried
out with reference to a particular case, say the secondary schools in
Bombay, the theory can be established at that level, but if a more
general statement is sought, tests should be carried out with a much
broader data set. Therefore, certain theories can be considered valid
only for certain realities. Equally, and because of the changing character
of society, theories may be valid for particular historical instances, but
not for others, so that theories should be updated periodically.

7.4.2 The planner

The planner has a more direct involvement because he participates
actively in the decision-making process of society. The problems he
identiffes might be the same as those identified by the social scientist, but
the solutions he considers are courses of action rather than expla-
nations or improved theories.

The planning process can also be viewed in a cyclical way, as shown
in figure 1.2. The first step in the planning process is the identification
of a problem, The planner then formulates a set of alternative courses
of action in order to solve the problem. The planner will also have a
theory about the way in which reality is structured, and about how it
will react to the changes being considered. Planners will then test their
proposed solutions, and in order to do so, they will simulate them with
a model derived from the theory. The model can be expressed in a
variety of forms, such as verbal, physical or mathematical. Simulation
will produce as a result the probable effects of each alternative course
of action.

The results of the simulations are then pre-evaluated in order to
assess the positive or negative effects that each alternative course might
produce on the various social groups and on the physical environment.
This is called pre-evaluation because it takes place before action is
carried out. Once alternatives have been compared, a preference must
be established.
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After this, the proposed course of action is (hopefully) implemented.
Once reality has been modified as a result of actions, information must
be collected to monitor the way in which changes have taken place.

This leads to the process of post-evaluation. New data might show that
6vents diflered from the planner's predictions, because the model and/or
its underlying theory were not very realistic, because of unpredictable
external events, or because other individuals or institutions implemen-
ted plans of their own. Information will also show whether identified
problems have been solved; if they have not been solved complet€ly, it
will show which are the remaining problems and if new ones should be
added. Ifthere is a gap between predictions and real events, post-evalu-
ation must determine what caused them: was it the disturbing action of
others, was the model inefrective or was the theory mistaken? Usually
the last two issues are taken up by social scientists.

Post-evaluation, then, can lead to the identification of a new set of
problems, to improvements in the model and/or changes in the theory,
thus starting a new cycle.

1.5 Some basic concepts about models

It has been argued above that models are part of all planning processes.

Individuals use models in their daily decisions, and so do groups and
institutions. Professional planners can be seen as individuals whose role
is to help groups or institutions carry out decision-making processes.

They are called upon to do this because they are supposed to have better

11

Figure 1.2. The planning
system
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theories about the social environment, and models which are better
tests for the proposed courses of action.

Therefore, the discussion is not so much about whether or not to use

models, but rather about what types of model are most suitable for
particular cases. Here we begin by defining and discussing some basic
concepts related to models, and particularly those most relevant to
urban and regional planning. There is no intention, however, of making
an exhaustive classification of models; this has been done extensively
elsewhere, and useful reviews are contained in Echenique (1968),
Bunge (1973), and Batty (1976).

Of necessity, all models are simplifications of reality. This is not only
because it would be impossible to represent reality in all its detail: it is
also intentional. The model-maker will deliberately ignore all aspects

which he thinks are not essential for the problem being analysed; the
model is intended to represent its real relerent only in its most significant
aspects. Hence, a model is more an idealisation of its referent, than a

simplification. As Bunge (1973) puts it, 'there are as many idealisations
as idealisers, data and goals. Even if two model-builders have access to
the same empirical infonnation, they may construct different models,

for model building is a creative activity engaging background, abilities,
and taste of the builder.'

A model has been defined as a theory in a testable form. On the other
hand, a model is also an idealised representation of reality. Models are,
then, an intermediary between theory and reality. General theories,
being highly abstract entities unconcerned with particulars, are untest-
able. We have to build models which combine theoretical and real
aspects. If we call T a theory, M a model, and R reality, then we can
establish the relationship T + M - R.

I.et us begin by discussing the M -+ R relationship. In general, the
closer the relationship between model and reality the better, but this will
depend on the purpose for which the model is built. If the model-build-
er's intention is to make an accurate representation of reality, then the
goodness-of-fit between real data and simulated results becomes essen-

tial. The model-builder will be tempted to include as many elements as

he can, as well as complex functional relationships. in order to represent
reality in its full richness. However, if the intention is to make long-term
predictions of the future behaviour of the real system, then it will be
safer if only those elements which are thought to be relevant in the long
run are included, overlooking short-tenn peculiarities.

The same principle applies if the intention of the model-builder is to
prove the validity of a particular theory. tf the theory is meant to stand
only for specific cases, then the corresponding model should be able to
represent reality in an accurate and similarly detailed fashion, resulting
in a close M --+ R relationship. If, however, the theory is meant to be a
general one to explain a large variety of real situations, then M --+ R

cannot be close. [n this case, the strength of a theory can be measured
in terms of the number of difrerent R's for which the M + R relationship
approximately holds.
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From the point of view of the T -- M relationship, it can be said that
models vary according to their degree of theoretical content. If we think
of a theory as a set of statements or hypotheses that explain how a
certain aspect of reality can be broken down into its components and
how these components relate to each other, the theoretical content of
a derived model could be measured in terms of the number of hypoth-
eses that are made explicit. For instance, if a theory T(H) contains
hypotheses Ht, . . . , Hn, it is possible to build a model M(S),
Sr , . . . , Sn, where $, denotes specific representations ofthe correspond-
ing hypotheses H,,, and such a model would have a maximum degree
of theoretical content. A model M(Sr , Sr ), say, would have a low degree
of theoretical content.

As in the M --+ R relationship, simplicity can also favour the T -- M
relationship. It might be expected that an oversimplified model should
fail or give only approximate results, but in fact it may tell us more
about the pros and cons of the theory and of its real referent than a
highly sophisticated model. In the latter case it might be difficult to
obtain new insights into the problem because of the difficulty of untang-
ling the many complex cause-eflect relationships. As Bunge (1973)
puts it, 'the failure of a precise idea is more instructive than the success

of a muddled idea'. Oversimplified theories and models are also dan-
gerous: they can become either hopelessly general or simply lack in-
formation.

A related concept to theoretical content is testnbility. There are some

very general theories, like information theory, which are not testable

unless applied to specific cases. Ifthe theory is so general that it cannot
be tested as such, it is not possible to derive from it a testable model. It
can be argued that information theory is not really a theory but a
method, just like statistics, geometry or systems analysis' But even if it
is not possible to build testable models from such theories or methods,

it is always possible to represent them as diagrams, flow charts or even

complex mathematical models, which happen to be untestable models

of untestable theories. To avoid confusion, such models will be called

representations. Representations are only symbols of their theoretical
referent, while models simulate real referents.

Representations can be very useful to clarify and check the consis-

tency of a theory, but only through testable models can we actually
verify its correspondence with the real referent. From this point of view'
a model must be designed to contain a maximum number of outputs
that can be compared against data collected from reality. In other
words, the model-builder must fy to maximise the possibility of failure.
A risk-free model will teach us very Iittle about a real phenomenon or
the theory being tested, because it can only avoid risk by eliminating
specific outputs that can be compared to reality.

Apart from the theoretical content of the model itsell the theoretical
content recognised by the user has to be considered. At the lowest
extreme of the scale - that is, when the user knows nothing about the
internal structure of the model -theblackbox canbe found' A black box
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is a model in which only the input and output terminals are made
explicit. The user simply knows how to manipulate the inputs and how
to interpret the ou@uts, rather like most people do when watching a
television set. Inside the black box there could be models of any degree
of theoretical content, but this is of no concern to the user.

From this point of view, a whole range of models can be established,
from the completely black box, through grey boxes, to translucent
boxes. If a black box is divided into several components linked to each
other, the structure of the model becomes more explicit. What is fed into
the model - the input - are generally called exogenous variables, that is,

data that the model must accept as unquestionable lacts (the selected
channel on the TV). These given inputs are processed inside the box,
whatever its blackness, until the results come out the other end (a
picture on the screen). All variables that are calculated inside the box
are called end.ogenous variables.If the box is completely black, the only
endogenous variables the user will be aware of are the model ou@uts.
If, however, the box has been divided into several parts, the user will be
able to assess intermediate endogenous variables, of which only some
will become final outputs.

Another key concept is that oI analogy. If we do not know enough
about some aspect of reality, it is sometimes useful to draw an analogy
with another, better known, real system, about which we have a sound
theory or well-tes0ed models. In other words, in the lack of a theory that
explains the behaviour of a particular phenomenon, it might be con-
venient to borrow a theory and/or a derived model from another
system, because we think that both share important characteristics. At
the beginning, the borrowed model or theory can be tested as found,
from which the main differences will become apparent. This will lead to
improvements, until we arrive at a completely new theory or model,
which was what we were looking for in the first place. Although they
have many friends and foes, analogies can be very useful in creating
new knowledge, and in fact their use is probably as old as any other
scientific method. It is important, however, to keep in mind that analo-
gies are only the starting point in the development of new theories, and

the sooner we depart from them the better.
Models can have a variety of forms, ranging from simple verbal

statements, to diagrams, graphs, physical models (called iconic models),
to mathematical models. Mathematical models, in turn, can be deter-
ministic, probabilistic or stochastic. The deterministic model will always
produce the same exact result from a given input. The probabilistic
model will also produce the same results from identical given inputs,
except that it will assign to them a certain degree of probability. The
stochastic model will give different results each time. As will be seen

later in this book, many models can have probabilities or stochastic
elements as intermediate steps; probabilities can be assigned to stochas-
tic variables, and in turn, deterministic values can be obtained from
probabilities, so that the model can still produce the same results on
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each run, but with degrees of probabilities and randomness attached to
them.

There are some rather obvious advantages in the use of highly
formalised models, because they allow for more accurate predictions
and more complex relationships. As was mentioned, social processes are
best described as large sets of data which can only be handled through
mathematics and computation. However, in urban and regional
planning it is sometimes difficult to maintain a high degree of formalis-
ation throughout an analytical process, because not enough is known
about some parts of the phenomena being analysed, because of lack of
data, or simply because of theoretical weakness. As a result, planners or
social scientists can choose a combination of models with different
degrees of formalisation. A broad mental picture of the social system as
a whole can be followed by more-formalised models containing un-
related information about the system, such as maps, listings, diagrams,
and so on. Some, like diagrams, can contain simple relationships, and
the complexity of models can grow gradually as more relationships are
established.

Model structure is also affected by the particular characteristics of the
planning system. An adequate correspondence should be established
between the exogenous variables of the model and the real control
variables in the planning process. For example, il a planning authority
has effective control only over land use, then land should be, ideally, the
single exogenous variable of the model. This, however, is not always
possible, but in general exogenous variables not subject to control in
reality should be kept to a minimum. As will be seen later, simulation
and evaluation are closely linked, and, as a consequence, what is left out
of the model cannot be properly evaluated. For instance, if employment
of a certain type or a particular population group is not modelled but
rather given exogenously to the model, then the effects of alternative
courses of action over these variables is impossible to assess, since by
definition exogenous elements will not change their behaviour within
the model.

1.5 Model dynamics

The choice of models is also aflected by the speed of change of the real
referent. If a certain element is particularly sensitive to the efrect of other
elements and as a consequence is highly subject to change, the corre-
sponding model should be very dynamic with respect to that element.
On the other hand, if an element of the system changes slowly, say
beyond the planning horizon, then its simulation can be more static,
and eventually can be given as data. As a consequence, models will not
only combine different degrees of formalisation and detail, but they will
also combine diflerent dynamics, giving special emphasis to those varia-
bles that change rapidly, and treating other, more stable variables as
external to the model.

A fundamental concept in system dynamics, particularly relevant to
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urban and regional systems, is the response time. Consider a system in
dynamic equilibrium, that is, a system that will not change through
time, unless affected by external stimuli at a particular time t. Figure 1.3

shows several examples of system dynamics of this kind. Figure 1.3(a)

shows a case in which the change in the system occurs instantly as a

result of an external factor. Figure 1.3(b) shows an example where the

system takes some time to react and reaches the new steady state
gradually rather than instantly. The amount of time that the system

takes to reach a new equilibrium is called relaxation time, response

time, or time lag.

External factors can take place at several times, such as at tr, t, and

t, in figure 1.3(c), and can be of different magnitudes, such as F1, F, and

Fr. The symbolic curve representing the behaviour of the system will
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enter the disrupted period from an old state of equilibrium and emerge
in a new one. In this example, Fr,F, and F, are of the same nature
because the effect they produce on the system is positive. The effect of
different types of external factors is suggested in figure 1.3(d), where Fi
represents a factor type n taking place at time t; in the example, fac0ors
of type n : t have a positive efrect on the system, while factors of type
n: 2 have a negative effect.

If the system is defined as a more complex set of variables, external
factors of the same type can have completely different efrects on each
variable, a case considered in figure f.3(e). There are five variables V,
to Vr, and each one has a different behaviour in response to a common
set of external factors. In the example, V, is positively aflected by factors
of type I and negatively by Wpe 2; variable V, shows the opposite
behaviour; variable 7, shows a more complicated behaviour, with the
same reactions as variable 7r, but with internal reactions to the be-
haviour of variable Vr. Response times also vary: V, responds faster than
V, . Variable Vn is unaffected by external lactors of type 1, but shows a
negative reaction to type 2. Finally, V, is affected negatively by all
factors, until it reaches a low point, from where it rises suddenly. This
latter type of variable has been explored in threshold analysis and
catashophe theory. Threshold analysis (Malisz, 1969) explores several
types of responses, stating that some variables, particularly those related
to costs, show important discontinuities at particular points.

The simulation of the dynamic behaviour of variables can be carried
out in a continuous form or by using discrete time intervals. Discrete
dynamics is usually preferred, particularly because time-series data are
available only at discrete intervals. Within the discrete approach there
are two main types of model that can be constructed: with endogenous
and with exogenous dynamics. These two altprnatives are presented in
figure 1.4.

Figure 1.4(a) shows a system with endogenous dynamics, where the
set of variables changes as a function of its previous state at t - 1.
Naturally, some exogenous inputs are required to tell the model how
variables change from one period to the next these are normally rates
of change calculated lrom past data. In figure 1.4(b) a case of exogenous
dynamics is shown, where the system is supposed to change only as a
result of changes in the exogenous variables. In an urban or regional
system, both types of dynamics will be found simultaneously, as shown
in figure 1.4(c). In this case, there are exogenous variables that change
through time and afrect the system in each period, and there are also
endogenous variables that are a function of the previous time period.
Note that the possibility of the system state at each time period aflecting
the external variables of the next has also been considered (diagonal
arrows).

Exogenous factors are elements outside the system under considera-
tion, which can either be elements of the system at a higher level of
resolution (e.g. a region for a city), or elements at the same level that
have been left out of the system definition (e.g. complex socio-economic



Figure 1.4. (a) Endogenous,
(b) exogenous, and (c) mixed
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or cultural elements). The endogenous factors refer to dynamic elements
that occur within the system as defined.

However, exogenous and endogenous factors alike will produce
effects in the system with difrerent response times, and it can be said in
general that the speed with which they react will depend on the speed
of the actors involved. For instance, a car driver going from A to B
makes a decision every day about which route he should choose as the
most convenient. If a road is suddenly closed or if a new facility becomes
available, he will probably change the characteristics of his trip almost
immediately. In this case, time lags will be very short. If, though, the
question is about migrating from one city to another, the response time
might be considerably longer.

1.7 Conclusions

The emphasis of this chapter has been on questions of epistemology and
methods. It began by arguing that in the last few decades methods in
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social and nahrral sciences have come considerably closer. This was
called the process of convergency. With thls argument tn mind, the
scientiffc method as conceived by Popper was presented, and laler
adapted to the social sciences. It was argued that popper's proposition
is not only applicable to soctal sciences, but lf properly adapted, lt can
be applied to social processes in general. It can be used to explain the
way people make everyday decisions and how they interact within the
social structure. Two special cases were discussed in some detail: the
social scientist and the planner.

It was also argued that one of the key elements in the resulting
method for the social sciences is the use of models, because they enable
the analyst to perfomr experiments, which would be otherwise imposs-
ible. This explains the growing importance of models, not only as a tool
for policy testing in plannlng, but also as a way sf testing theories in
social sciences.
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Micro-economic theories of land
use

The earliest models which sought to explain the spatial distribution of
activities were based on micro-economic theory. They took as their
cenhal concern two related questions: what is the rationale that regu-
lates the location of activities, and how does land rent or land values
emerge lhom this process? The models which evolved from this micro-
economic approach started by adopting the conceptual framework of
classical and neo-classical economics.

In this approach, the location of activities is seen as the outcome of
a combined market mechanism involving three basic elements: com-
modities, land and transport. On the one hand, land is required to
perform productive operations, or for the satisfaction of residential
needs. On the other hand, transport is required in order to move surplus
production or labour. A farmer, for instance, wants to sell his surplus
in the market-place, and the resident of a city wants to sell his labour
where there is a demand for it. The process of exchange involves
transportation, either of commodities to the market, or of residents to
their place of work.

Land is considered to be a large featureless plain and infinitely avail-
able, so that in principle there would be no need bo pay for it. What gives

land a differential quality is the cost of travel or accessibility, which is
the main factor in the generation of land values.

Micro-economic theories of land use look at the process of activity
location and rent from the point of view of the individual resident or
firm. Activities will compete for the consumption of land, and once
equilibrium has been reached, they will have chosen a site of a par-
ticular size, such that the cost of land and hansport they have to pay
optimises their utility. Competition will also determine the price of land
in each location and the price of commodities at the market-place.

The distance between agricultural producers and the market-place is
taken as an example in Von Thiinen's (1826) theory of location, which
explains the way in which transport costs affect agricultural producers
and consumers, the consequences for the process of land allocation and
rent, and the price of agricultural commodities. Transport is an essential
element used by Weber (1909)to explain the location of industry with
respect to a market of indushial commodities, although in this case the
consumption of land is not made explicit. Christaller (1933) and kisch
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(1940) also used a similar concept to explain the forrration of market
areas and their geometrical arrangement to form regions. The urban
case is explained by Wingo (1961) and Alonso (1964) as one in which
residents and firms compete for the use of land, generating an equili-
flirrm pattern of location and rents around a single centre of employ-
ment. More elaborate versions of these models are given by Muth
(1968) and Mills (1969).

In this chapter, some of this work will be reviewed. Von Thiinen's
model is taken as a basis to arrive at the bare bones of spatial micro-
economic theory, by extending the original model in several ways. After
this, the models of Wingo and Alonso are described, but it will be argued
that an extended version of Von Thiinen's model can be as general as

the more modern versions. A computer program is used to illustrate the
theory. The explanation ends with the models of Christaller and liisch,
to show how regions of multiple centres can be formed.

2.1 Von Thiinen's isolated state

Von Thiinen made the first attempt to explain the effect of transport
costs on the location of activities and the functioning of the land market.
For this purpose he used as an example an idealised agricultural region,
at the cenhe of which there is a single market-place where a large
number of producers want to sell their products. Land is in the hands
of a large number of landowners who are willing to rent their properties
to the highest bidder, that is, to the producer who is willing to pay a
highest rent. A number of other simplifying assumptions are included
in Von Thiinen's model:

a the system under consideration is closeil (isolated state) in the
sense that there is no interaction with other regions, and that once
equilibrium has been reached, no actors leave or enter the system;

o land is homogeneous in terms of fertility, productivity and hans-
port costs, i.e. the cost of transport per unit of distance is constant
in all directions;

o there is only one market centre where all agricultural com-
modities are sold;

o there is a large number of producers trying to maximise benefits,
and a large number of landlords trying to maximise renh hence,
neither can individually control prices;

o there is no cost involved when a producer or landlord decides to
enter or leave the sysCem.

Having made these assumptions, Von Thiinen proceeds to analyse
the conditions of the land market for each individual producer. Consider
the example of figure 2.1 where there is a single market-place at point
i. Consider, next, the conditions in a particular point j at a distance d,,

from the market-place. The surplus to the producer of the single com-
modity m at point j, Si, will depend on the amount produced and on the
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Distance to market

price obtained in the market, that is:

Si : q^(y'"-c--Vdn\ (2.1)

where 4r is the amount of commodity m produced per unit of land: pn

is the price per unit of commodity m at the market-place; / is the cost
of production of one unit of commodity n; lf is the cost of transport of
one unit of commodity m per unit of distance; du is the distance from j
to the market-place.

F,quation (2.1) is a linear function (line AB in ffgure 2.1), decaying
from a maximum (point A) when the distance to the market is zero, that
is, when Si : q^(p^ - c'), to a minimum (point B), where fi' : O,

that is, when the cost of transport is equal to p^ - c,. Beyond this
point, the cost of productibn plus the cost of transport exceeds the price
in the market. so that producers will leave the market.

Iandowners, on the other hand, will rent their land to the highest
bidder. In a given location j, producers will compete to secure land for
themselves. Each producer will try to outbid the others by increasing the
amount of money he is willing to pay for the land, but only up to the
maximum he can afford, which is Si. This is roughly what Alonso
(1964) later called bid price. Landowners cannot increase rent above
this value because producers would rather leave than opert€ at a loss.

Thus, the resulting land rent profile in the region (line AB) exactly
matches the profile of surplus. If line AB is rotated around its axis, a
circle with centre i will be described which represents the area where
commodity m is produced.

}I
5lrt-

Surplus or rent
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Figure 2, I also shows the effect on surplus and land rent of a fall in
the price of commodity m. As a result, the surplus or land rent curve AB
will shift to A'B', AA' representing the drop in price.

Up to now only one commodity has been considered, If producers of
other commodities are introduced into the system, landowners will rent
the land to the producer of the commodity that renders the highest
surplus, since they are the ones that will be willing to pay the highest
rent. Figure 2.2 shows the surplus profiles of three commodities: m : l,
2, 3. Each one has a different slope depending on the relation between
transport costs and yield. Curve EF, for instance, is steeper than AB,
because the transport cost per unit of distance of commodity 2 is higher
than that of commodity 1. The price of commodity 2 in the market is
higher than that of commodity 1, hence it intersects the abscissa at a
higher point, point E instead of A.

The producers of these commodities will compete for land. At a
location very near the centre, say point k, landowners can choose
between producers of commodities 1,2 or 3. Because the surplus of
commodity 2 is the highest at this point, they will assign their land to
a producer of 2, and will receive a rent equal to S*'z. As we move
outwards, commodity 2 will still produce a surplus higher than the
others, and consequently landowners will rent their land to producers
of 2, until a point is reached where its surplus profile intersects that of
commodity 1. All the land up to this point of intersection will be
allocated to producers of commodity 2, so that they will occupy a circle
of land around the market-place. Beyond the point of intersection,

Distance to market

Figure 2.2, Von Thiinen's
model wlth several com-
modltles

Surplus or rent

C,ommodity
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producers of commodity 1 will be willing to pay more for the land than
any other, so that land will be assigned to them, until profile I intersects
profile 3. From there onwards producers of 3 will become the highest
bidders until the margin is reached. The resulting land rent is represen-
ted by the dribble profile ED, and land uses willform concentric rings
around the market centre.

As can be seen, for each commodity there will be a location at the
margin, where its production stops, which is, at the same time, the
location nearest to the centre of the next commodity along the chain.
Land value at the margin for a particular commodity will equal land
value nearest to the centre for the next commodity.

2.2 Calculating Von Thiinen's basic model

The following data is required to calculate the model:

M number of commodities

{ amount of land required to produce one unit of commodity m

Y cost of transport per unit of distance for commodity m

{ cost of production for commodity m
V total demand for commodrty rn in the market-place

With these exogenous inputs, the model must calculate land rent at
every point, and the location at the margin and price for each commod-
ity. The calculation proceeds in the following steps:

(a) Calculate the slope of the surplus/rent profile of each commodity,
which is, from equation (2.1):

s' : l{lq" (2.2)

(b) Sort commodities in order of slope, such that
st>t'>s3>...>st.

(c) Calculate the area required for the production of each commodity,
A', as the demand for product m multiplied by the amount of land
required to produce one unit:

A:W{ (2.3)

(d) Calculate the distance at the margin for each commodity. Since
commodities are arranged as concentric rings around the market,
the radius of the first commodity, i.e. the one with the steepest
surplus/rent profile, can be calculated from the standard equation
of the area of a circle. The second distance will be the radius of a
circle with an area equal to that for the first plus the second
commodities, and so on. For any commodity m, the distance at the
margin will be:

di: {[t, .)1"] (2.4)

(e) Calculate land rent at the margin and the price for each commod-
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ity. For the last commodity, land rent will be zero, and the price
will be:

pM : kM d.,M + cM (2.s)

This will be the starting point of the calculation, which will
proceed from the last commodity towards the centre. For any
commodity m, rent at the margin, S', will be:

aotr):
pn+r _ Cil+l _ kil+ld|t+l

(2.6)

(2.7)

(2.8)

q"*

and the price will be:

p"' :,S''q"' + c"' + k'nd!

Finally rent at the centre will be:

^ p'-c'
"n:--

Figure 2.3 shows three examples (calculated with program vonru),
corresponding to one, two and three commodities in sequence, showing
inputs and outputs. Example (a) has only one commodity, oats; the
resulting values such as steepness, area, distance to the market and land
value, can be easily checked from the inputs. Example (b) assumes that
a second commodity joins the system: barley. The introduction of this
new commodity affects the previous system in several ways. Because the
relationship between transport cost and yield (equation (2.2)) of the
new commodity is smaller than that of oats, producers of barley will
locate in an outer ring. The cultivated area will extend from a previous
radius of 72.49 units to 76.25 to accommodate the new product. Land
rent will increase in all locations, and the price of oats will rise from its
previous 862 to 993. The difference in price will be transferred to
landowners in the form of rent.

Figure 2.3(c) shows the result of introducing a third commodity:
wheat. Since this new commodity has the highest transport cost/yield
relationship, the effect will be significant: wheat will now take over the
land previously occupied by producers ofoats and some ofthe producers
of barley, pushing these outwards. Land values will increase consider-
ably in all locations, and so will the price of the old commodities. Total
cultivated area will also increase.

This example broadly parallels the process of evolution in socio-
spatial systems. As a society develops, more and more commodities
enter the system. As a result, the size of the market area increases, there
is more demand and production, and land values increase.

2.3 Extending Von Thiinen's model through elasticities

2. 3,7 Demand elasticities

In the previous example, demand was fixed and a given input to the
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(c)(b)(a)Inputs

No. of commodites
Added commodlty
Yleld
Tlansport cost per unit dlstance

Demand
Cost of produc'don per unit

I
Oats

0.700
45.0

700.0
300.0

2
Barley

0,850
30.0

400.0
500.0

3

Wheat
0.550

50,0
800.0
250.0

1414.1

1231 l|20.73
17.93(cf(al

12.49 n.4s $.26

Outputs (c)(b)(a)

Stecpnas of surplus/rent curve
Oats

Barley
Wheat

Cdtivated area
Oats
Barley
Wheat
Total

Dstance at the margln
Oats
Barley
Wheat

Rent at the margln
Oats

Barley
Wheat
Retrt neare.st to the Darket

Price of commodities
Oats

Barley
Wheat

o:"

490.0

490.0

t!_o'

o-o

802.9

825.0

64.29
35.29

490.0
340.0

830.0

12.49
r6.25

132.9
o.o

935.8

955.O
987.6

64.29
35.29
76.92

490.0
340.0
520.0

1350.0

t7.93
20.73
12.87

98.8
0.0

424.4
l4l4.l

I175.0
r 121.9
I 169.1

Figur€ 2.3. A numerlcal example of Von Thiinen'e model with (a) one, (b) two, and (c)
three commodltles ln sequence
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model. As more commodities entered the system, prices increased, but
demand remained the same. A more realistic assumption is that, as

prices increase, demand is reduced. This phenomenon, known as elastic-

ity, is of paramount importance in economic and spatial systems.
Fixed demand, then, must be replaced by a demand Junction, such as

the one shown in figure 2.4. Since the amount consumed will drop as

price increases, demand functions will have a negative slope. The speed

at which demand is reduced, the elasticity of demand, will vary accord-
ing to the type of commodity and type of consumer. In many cases, for
instance, low income populations have high elasticities with respect to
most commodities. If the consumption of a particular commodity is
considered essential, elasticity will be low. In the example of the
previous section, demand for all commodities was assumed to be com-
pletely inelastic.

Mathematically, a demand function can be represented in many
ways, provided it is a decaying function. A linear function with a

negative slope would be the simplest choice. However, a function with
a constant slope is unreal, because of the principle of diminishing returns,
which states that the level of satisfaction derived from additional units
of consumption tends to decrease. This means that a point is reached
where, even if the price of a particular commodity nears zero, the
amount consumed will not exceed an upper limit. As the price increases,

demand will drop rapidly at the beginning, more slowly afterwards, and
will be asymptotic to z,ero at a certain point, depending on the consumer
and the commodity.

The most commonly used functions with a varying negative slope are
the power and exponential functions. A decaying power function is

conveniently asymptotic to zeto at some point, but does not have an

upper limit. This means that, as the price of a commodity tends to tero,

6dr 8(Il
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Figure 2.4. Demand
functions for commodities to
extend Von Thtinen's modelPricc of commodltig
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the amount consumed would tend to infinity. A negative exponential
function is also asymptoticto zero at some point, but does have an upper

limit, making it the natural choice.
Going back to the example above, exogenously given demands must

be replaced by demand functions of the form:

V : o^exp(-{f) (2.e)

where Dn is the resulting demand for commodity m given that p' is the
price, and where o' is a given parameter representing the maximum
amount of commodity m consumed if the price is zero, and t' is the
elasticity parameter. In equation (2.9), if /": 0, then exp ( - r'p^) :
1, so that V : o^. At the other extreme, if. p^ is large, exp(-{{\
tends to zero, and so will D'. If parametet ln is large, D' will drop
quickly as prices increase. On the other hand if r' : 0, then DE will be

constant and equal to o' (a horizontal line), representing the absolutely
inelastic case. The example of the previous section would be achieved by
setting all r''s to ?rlro in (2.9).

In order to calculate the model, apart from changing given demand

by demand parameters o' and r', the process would have to be modified

as follows:

(a) Set the prices of all commodities to znro. This is necessary because

at the beginning of the calculation, prices are not yet known.
(b) Calculate the demand for each commodity, applying equation

(2.e).
(c) Calculate steps (a) to (e) of the previous section. This will deter-

mine the slope of the surplus profile for each commodity and

consequently the order in which they will be located around the
market. It will also provide the area, the distance and rent at the

margin, and the price of each commodity.
(d) Evaluate convergency. If achieved, the calculation stops. Other-

wise, return to step (b).

In step (b) demand was calculated as a function of prices, which were

initially set to zero (D| : o^1. At the end of step (c), a new set of prices

is calculated, which will afrect demand. The calculation process must
then return to st€p (b), where demand must be re-calculated, which in
turn will produce a new set of prices. Ttre calculation process becomes

iterative, repeating the same sequence of calculations again and again.

As more iterations are per{ormed, prices will rise and demand will fall
continuously, but because of the shape of demand curves with diminish-
ing negative slopes, a point will be reached where all variables in the
system are changing very little with respect to the previous iteration.
This is where calculation should stop; it is called convergencA.

In order to measure convergency, one of the variables must be chosen
as indicator, preferably a variable which is affected by all the others.
Total land consumed is the obvious choice, since producers of all
commodities will consume land. The percentage difference between
land consumption in one iteration and its preceding one becomes the
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convergency indicator. and must be compared with a given criterion for
convergence.

Figure 2.5 shows the same example o[figure 2.3 after the introduc-
tion of demand elasticities, calculated with program voNrH. Previous
demands are taken here as maxima (o'' ) and elasticity parameters are
added as input data (r"'). The demand functions plotted in figure 2.4
correspond, in fact, to the values adopted here.

The main difference in this example with respect to the previous one
is that demand figures are now endogenous and are allowed to drop as
prices increase. For example, in figure 2.3(a) demand for oats was fixed
at 7OO, and here, because of elasticity, demand drops to 480 after
convergence. When barley is introduced in figure 2.5(b), demand for
oats drops further to 462, and to 419 when wheat is introduced. All
other variables change accordingly, except the steepness ofthe surplus/
rent profiles, which depend only on transport costs and yield. The
ordering of the commodities around the market thus remains unchan-
ged. Areas and distances to the market are reduced because fewer units
of each commodity must be produced. Land values will also decrease as

consumers adjust their demand to prices. All cases converged after three
iterations to meet a criterion for convergence of one per cent.

The main conclusion to be added when demand elasticities are in-
troduced is that, as more commodities join the system, people consume
less of the previous goods in order to consume more of the new ones
(substitutions). The degree to which this happens is determined by the
elasticity parameters, a relation that is called cross-elasticities \n
economics.

From a mathematical point of view, the inhoduction of elasticities
implies an iterative calculation process because the system ceases to be
linear. Iterative algorithms such as the one described above can be very
powerful in solving these non-linear systems in a simple and compu-
tationally efficient way. For this reason, in the rest of this book, iterative
algorithms will be used extensively.

2. 3.2 Land consumption elasticities

ln the previous examples, the amount of land required to produce one
unit of each commodity was fixed and exogenously given to the model.
A more realistic assumption is that, as the price of land rises, producers
are induced to invest more in machinery and fertilisers in order to
produce more per unit of land. Producers of some commodities will be

able to do so more than others, as shown in figure 2.6,Ior technological
reasons.

This means that now, instead of given yields per commodity, land
demand functions can be introduced. Land required to produce one 'nit
of a particular commodity will be maximum when land rent is zero, and
will decay as land values increase. In this case, however, it is convenient
to introduce a minimum, below which no extra amounts of machinery
and fertilisers will achieve an increase in productivity. If a negative
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(c)(b)(a)Inputs

No. of commodifleg
Added commodlty
Yield
Transport cost per unlt dlstance
Maximum demand (d)
Demand elasdclB (r')
Cost of producdon per unlt

I
Oatg

0.700
45.0

700.0
0.0005

300.0

2
Barl€y

0.850
30.0

400.0
0.0003

500.0

3

Wheat
0.550

50.0
E00.0

0.fi)o2
250.O

{Whhqrt rlricityl

J
)r*

\
\
t\ \

10.35 10.t5 13.63 r r.62 117.50
15,12(cl(al

Outputs (c)(b)(a)

Stcepness of surplus/rcnt curve
Oats
Barley
Wheat

Cultlvated area

Oats
Barley
Wheat
Total

Ilistance at the margin
Oats
Barley
Wheat

Rent at the margin
Oats
Barley
Wheat
Rent nearest to the market

Prlce of commodltles
Oats
Barle'
Wheat

Demand for commodlfico
Oatg

Barle'
Wheat

':"

336.0

336.O

':"

:0

565.1

,tt:_u

4E0.4

64.29
35.29

324.O
260.O

584.O

10.15
13.63

t22.5
0.0

775.3

842.7
908.8

462.6
305.4

64.29
35.29
76.92

294.O
251.0
424.O
969.0

I 5.12
t7.56
rt.62

86.2
0.0

310.9
1205.0

1040.7
1026.8
1033.2

419.6
295.O
6s2.9

Figure 2.5, A numerlcal exanple of Von Thiinen's model wlth (a) one, (b) two, and (c)
three commodtdes in ccquence and clasdclties ln the consumption of commodities
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800 1200 1600
knd value

exponential function is adopted, the land demand function would be:

li : I'exp(-d'S'), subject to L' < L'+ (2.10)

where L' is the amount of land required to produce one unit of com-

modity m; I"'is the maximum amount of land consumed when the land
rent is zero; 6- is the elasticity parame0er; S' is the average land value
for commodity mt, L'* is the minimum amount of land required to
produce one unit of commodity m. Note that equation (2.6) determines

surplus/land values at the margin for each commodity, and that sur-
plus/land value at the point nearest to the market is the value at the
margin of the preceding one. In order to apply equation (2.f0), the
average S'n must be estimated. Here (S' + 3'*1)12 is used as a rough
approximation.

In order to include land consumption elasticities, the calculation
process has to be modified as follows:

(a) Set prices of all commodities to zero. Set land values to zero for all
commodities.

(b) Calculate demand lor each commodity applying equation (2.9),
and yield applying equation (2.10).

(c) Calculate the slope of the surplus/land value profile for each
commodity, and consequently the order in which they will be

located around the market. Calculate the area, distance, land
values and price for each comnodity.

(d) Evaluate convergence. [f achieved, calculation stops. Otherwise go

back to step (b).

In step (b) both demand and yield are calculated as a function of
prices and land values, initially set to zero. At the end of step (d) a new

3l

Figure 2.5. Demand
functions for land to extend
Von Thiinen's model
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set of prices and land values are calculated, which will affect demand
and yield. The calculation process must then return to (b) to re-estimate

demand and yield and then proceed with all other calculations in (c). As
in the previous case, land consumption can be chosen to evaluate
convergence in each iteration.

Figure 2.7 shows the results of adding land consumption elasticities
to the previous example of figure 2.5. Previous yield figures are taken
as maximum land consumptions (I'), adding elasticities (d') as well as

minimum consumptions (L'*). When the first commodity is introduced
in figure 2.7(a), yield previously fixed at 0.70 is now allowed to drop
with an elasticity of 0.0012 towards a minimum of 0.20. As land rent
increases, producers of oats increase the productivity of land at the same

time as consumers reduce their demand. The result is a steeper surplus/
land value profile, less and more-expensive land, cheaper oats and
consequently more demand. When barley is introduced, similar effects

take place, but when wheat enters the system with a very small capaclty
to increase productivity, a somewhat dramatic efrect takes place.

Because producers of oats are far more capable of increasing product-
ivity, the order in which commodities arrange themselves around the
market is reversed. In figure 2.5(c) the order was wheat-oats-barley,
and in frgtue 2.7(c) the order becomes oats-wheat-barley. Comparing
both sets of results, it is easy to see that areas are smaller, land values
are higher and that there is more demand for cheaper commodities.

In general, it can be concluded that when yield is allowed to vary,
land values seem to be the main force behind technical innovation. As
more and more commodities enter the systern, land values rise, pushing
the price of commodities up, and consequently reducing demand.
Producers are then forced to increase productivity to recover demand,
making the whole system more efficient. This also explains why a

less-developed society with fewer commodities will tend to show lower
levels of productivity in each sector.

2.4 Wingo's transportation and land use model

The application of the model of Von Thtinen to the urban case follows
a natural path. The model developed by Wingo (1961) deals with the
urban phenomenon, and in particular with the relationship between
hansport cost, the location of activities, and land values. Wingo

(c)(b)(a)lnputs

No, of commodities
Added commodity
Maximum land consumption (1")
Iand consumption elasticity (6')
Transport cost per unit distance
Maximum demand (o')
Ikmand elasticity (z')
Cost of production per unit

1

Oats

0,700
0.0012

45.0
700.0

0.0005
300.0

2

Barley
0.850
0.0010

30.0
400.0

0.0003
500.o

3

Wheat
0.650
0.0001

50.0
800.0

0.0002
250.O

Figure 2.7. (continued overleal)
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(cl

8.13

lWhttout

7.16 1 1.36 5.71 12.8115.53

Ortputs (after
convergence)

(c)(b)(a)

Steepness of surplus/rent curve
Oats
Barley
Wheat

Culdvated area
Oats
Barley
Wheat
Total

Distanc€ at the margln
Oats
Barley
Wheat

Rent at the margin
Oats
Barley
Wheat
Rent nearest to the market

Demand for commodlties
Oab
Badey
Wheat

Yield
Oats

Barley
Wheat

Price of commodities
Oats
Barley
Wheat

l0&50

207.O

207.O

:"

1.0

881.5

':'

:"

665.6

r38.5s
r:'tt

16r.0
2&.O

405.0

7,15
t_t.ra

r50.0
0.0

tt52.7

496.5
tr:'n

o.32

:"

674.4
840.7

19t.97
36,95
79.48

l02.o
242.O
414.0
758.0

5.7L
r5.53
12.81

665.4
0.0

roo.4
1760.8

436.4
298.1
6s7.5

o.23
0.81
0.63

7t2.8
966.0
953.9

Figure 2.7. A numerlcal example of Von Thiinen's model with (a) one, (b) two, and (c)
three commodities in sequence and elasticities in the consumpdon of land
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proposes the principle of complementarity between the cost of transport
and land rent; this means that whatever the location of a household, a
fixed amount of money will be spent on land and transport. In the urban
case, the introduction of a land consumption function becomes obliga-
tory, because residential activities have an elasticity too high to be
ignored.

As in Von Thiinen's model, a number of simplifying assumptions are
made by Wingo. In the idealised urban area there is only one centre of
employment where all residents work. AII residents have the same
income and preferences. Prices of all goods and services are equal in
every location, except for land. Land has a positive utility, that is,
households will always try to cons rme more of it if possible. Transport
costs are a linear function of the distance to the single employment
centre.

Iet i denote the location of the employment centre, i a typical location
of a household, and m the location at the margin where the urban area
ends. cu represents the transport cost from any location j to the employ-
ment centre. Rent at any point, R,, is simply defined as the price per unit
of land, times the quantity consumed, l,:

Ri : r;Ii (2.11)

The hypothesis of complementarity between land rent and transport
can be expressed as:

K: R,+q, (2.12)

where K is the constant amount that households spend on transport
and land. At the centre itsell transport cost is zero (cu : 0), and thus
rent is maxim'm (Rr : K). At the margin, hansport cost is maximum
(cr, : K ), and thus rent is minimum (R, : 0). As in Von Thtinen, any
savings in transport costs with respect to costs at the margin will be
transferred to land in the form of rent. Land rent at intermediate points
is then the cost of transport not incurred:

R1 : cr^-c1i (2.13)

Since land has a positive utility, a demand function can be established
in which, as the price of land increases, less land is consumed by a
household, Wingo proposes a power function, but an exponential
function can be adopted advantageously such as equation (2.10),
which adapted to this case becomes:

L, : IexPtl-64) (2.L4\

where [, is the amount of land consumed by a household located in j,
I is the maximum amount of land households of the single socio-
economic group are willing to consume, and 6 is the elasticity par-
ameter. At any point j, equations (2.11) and (2.13) determine the
amount of money to be spent on rent, and (2.14) determines the
amount of land (plot size) to be consumed. Residential density would be
the inverse of plot site, i.e. (I1)-t. Assuming that land is homogeneous
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and that the region has a circular shape, the amount of land available
at a distance d,, from the centre, /r, will be n(il)2, and the total size of
the urban area will be A* : n(d,,)', Hence, a market equilibrium
condition can be established, whereby total population p must be equal
to the integral of the density over the whole area of the city:

P : 2n f'" arg;-'aau (2.1 s)

The model in its simplest form can be represented graphically as in
figure 2.8. In diagram (a), point m represents the margin where house-
holds spend all their budget K on transport. It is assumed that all
households have wages made up of a basic amount W plus the amount
K to cover the combined cost of land and travel. At any point j house-
holds spend an amount e, on transport, and are left with a surplus
K - t,twhich will be transferred to land in the form of rent R,. In figure
2.8(b) both the rent per unit of land curve and the corresponding
residential density curve are plotted together (density is upside-down).
Rent per unit of land decays from a maximum K to zero at the margin.
Density will also fall from I - I at the centre tn zero at the margin.

Costs or rents

w+K

W*c,,

Rent, r,

I
Density, D,

lal tbt

Rent, r, Rent, r,

Density, D, Density, D,

(c) (dl

Flgure 2.8. Graphical repres€ntation of some aspects of Wingo's model
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Wingo then drops some of the simplifying assumptions. Although an
analytical solution will no longer be possible, the effects can be described
graphically. Figure 2.8(c) considers two types of households corre-
sponding to two different income groups. Curve A represents a type of
household particularly sensitive to transport costs, but not so much to
the cost of land; households of this type will tend to locate near the
cenhe, consuming a small amount of land. Curve B represents house-
holds with opposite preferences. Group A, then, has a steeper curve both
for rent and density. With such extreme groups, discontinuities can
appear in the density curve, but as more interrrediate groups are added,
this stepwise efrect should smooth out. Finally figure 2.8(d) shows the
eflect of inhoducing a second employment centre at point i '. The marein
will shift from m to m', and both rent and density curves will show two
peaks in proportion to the magnitude of the employment located in each
centre.

2.5 Alonso's location and land use model

The model of Alonso has many similarities to that of Wingo, although
both were developed independently at approximately the same time.
Both are urban models and share the same simplifying assumptions,
such as homogeneous land, a single employment centre, and elastic
demand for land. In the case of Alonso, though, users of Iand can be
either households of difrerent income groups or firms, and the budget
constraint equation considers three elements instead of two: land rent,
transportation expenditure, and a composite expenditure representing
all other goods and services consumed by the household or firrr. The
constant amount is then equal to total income:

U: Iirilcn*p,z (2.16)

where y is the income, p, is the price of the composite good, and z is the
number of units of the composite good consumed.

The three elements of equation (2.16) can be combined in many
different ways. An individual household can consume, say, less fans-
port in order to consume more land and com.posite good. For each
household there will be an infinite number of possible combinations of
these three elements, giving rise to a threedimensional surface called
the locus ol opportunitg sudace, as shown in figure 2.9. Each point in the
surface will render the household a particular level of satisfaction or
utikty. Users will move along their locus of opportunity surface in order
to maximise their utility.

In figure 2.9 three typical sections across the locus of opportunity
surface are shown. In the second one, the amount of land that can be
consumed in each location is plotted againsl the consumption of the
composite goodz, keeping transport cost at a constant level. This results
in a linear function, because as more is spent on land, less is available
for the selsrrmption of composite good z.
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Typical sections

Transport expenditure, t

The first diagran shows the relation between the amount of land
consumed and transport expenditure, when z is kept constant. As an
individual user moves away from the centre, he can consume more o[
an increasingly cheaper land. However, a point is reached where in-
creasing transport costs compensate savings in land, and from there
onwards users are forced to reduce their consumption of land. A similar
situation is shown in the third diagram, where the relation between
fransport expenditure and the consumption of the composite good is
shown, assuming that a constant amount of money is spent on land.

If each combination of land, transport and composite good renders a
sgftain level of utility, sections oI an inilifrerence map can be drawn, as

in figure 2.10. In the first diagram, land is plotted against transport,
assuning a constant 6snsrrmption of z. The different points along the
curve show combinations of land and ransport that produce the same
utility to individuals, so that they will be indifrerent or will show equal
preferences as to which combination they will adopt. The odd shape is
produced by the difrerent character of the consumption of land and
hansporfi while land has a positive utility, transport has a negative
utility. In other words, users will tr5r to consume as much land as

possible and as little transport as possible. The curve shows that, as the
consumption of hansport increases, the consumption of land increases
also in order to maintain the same level of utiliW. Individuals of the
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a

Typical sections

Figure 2.10. Indlfference map in Alonso's model

same type will have an inffnite number of parallel indifrerence curues.
Curves higher up in the dlagram will represent higher levels of utility.

The second &agran in figure 2.10 shows indifrerence cuwes between
land and the composite good. In this case both have a positive utility,
so that a small amount of land with a large amount of composite good
wtll be equally preferable to a large emorrnt of land with a small amount
of z. Flnally, the third diagram shows the way in which the composlte
good can be comblned with transport to produce the same utility. Here,
again, a positive utility is combined with a negative one, so that a
similar shape to the ffrst diagram results.

When the three indifference curves are combined, a bowl-shaped
indiflerence surface results, also shown in figure 2.10. Any point in the

Transport expenditure, t
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surface will produce the same utility to individuals. Bowls closer to the
origin will represent lower levels of satisfaction than those further away
from it.

Analytically, utility can be expressed as a function of the consump
tion of land, transport and composite good:

y : l(1, t, z)

This function will be maximum when:

du: O: u,dl+urdt+u,dz

(2.77)

(2.18)

where u,, u. and u, represent utility with respect to land, hansport and
composite good respectively. According to micro-economic theory, at
equilibrium the marginal rate of substitution between any two goods
will be equal to the ratio of their marginal costs. In this case:

(2.1e)

and

u1 r
llr P,

1 : ('9. #)
(2.2o)

Both u1/u, and, u,fu" represent marginal rates of substitution, and the
right-hand sides of (2.19) and (2.20) represent cost ratios. In (2.19), the
ratio between the utilities with respect to land and the composite good
is equal to the ratio of their corresponding prices, that is, the price of
land, r, and the price of the composite good., p,.In (2.20) a similar ratio
is established between transport and the composite good. I is the amount
of land consumed. In this case (l(dr/d0 +(dc/dO) represents the
marginal cost of moving away from the centre. As the individual moves
further out, the price of land decreases at a rate of dr/dt, and the cost
of transport, c, increases at a rate dc ldt.If (2.19) is solved simultaneous-
ly with (2.18) and the budget constraint equation (2.16), the optimal
combinations of land, transport and the composite good can be
obtained.

At this point Alonso introduces the concept olbid price curve, describ-
ing the price an individual is willing to pay as he moves away from the
city centre to obtain the same level of satisfaction. This is equivalent to
a demand price at constant utility. At the cenfe its€ll bid prices are
maximum, and they will decay towards the margin. This is shown in
figure 2.11: near the centre at a distance t, an individual is willing to
pay a bid price of i, and further away at a distance t, the corresponding
bid price is i,. Both situations will produce the same utility for the
individual and in general, all points along the bid price curve will
represent the same utility. Each individual will have an inffnits se1 sf
parallel bid price cunses, as shown in figure 2. 1 1 ; in this case, lower bid
price curves imply greater satisfaction, because the same can be
obtained with less money. Note that a bid price i is not necessarily equal

P,u,



Figure 2.11. Bid prioe curves
for an lndividual or flrm in
Alonso's model

Figue 2.12. Chain of bld
price curv€s for two users ln
Alonso's model
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Bid price, T

Distance to centre

to the final market equilibrium price r, since bids do not have to be
successful.

At equilibrium, the price structure (land rent at every point) and the
bid price curve must be tangent. This is because if they should cross it
would mean that the price structure was coming in contact with some
lower bid price curve, which by definition would be preferable. ESuili-
brium price is point (to, io) in figure 2.11, which is the point where the
slope of both curves is equal, that is, where dr/dt : dildt.

Bid price curyes of different individuals will vary in slope according to
their behaviour with respect to the cost of hansport and the ease with
which they are willing to substitute with the other goods I and z. Figure
2.12 shows a case with two users I and 2. User I has very steep bid
price curves, which shows that he is rather anxious to live near the
centre, either because he is poor and cannot afrord high transport costs

Bid pric

Bid price curves

t?, = price structure

Agricultural
value
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and would rather consum€ a small amount of expensive land, or
because the individual, say, is a commercial firm that depends on a
central location to attract clients. In both cases their utility decays
rapidly as they move away from the city centre. In contrast, bid price
curves of user 2 are not so steep, because it is, say, the case of a
wealthier household that can afford higher transport costs and enjoys
larger plots of land and the pleasures of suburban life. As a result, point
A will be the equilibrium price of user 1 with a value of (rr, t, ). User I
will locate, then, at a distance t, from the centre and will use all of the
Iand from A to B. Rent r, will be the equilibrium price of user I and r,
will be his price at the margin At the same time r, will be the equilibrium
price of user 2, and if there are no more users, r' is the price at the
margin of user 2 and also the margin of the city, at a distance t..

Two conclusions can be drawn at this point:

(a) users with steeper bid price curves will locate nearer to the city
centre, and

(b) the price at the margin of one user corresponds to the equilibrium
price of the user immediately following him.

Up to now, the price structure of land has been assumed to be known,
but the purpose of the model is, precisely, to determine the resulting
land prices in every location, given that in the city there is a certain
population of households and firms, each one with characteristic bid
price curves. As in the case of the model of Von Thtinen, the problem
is nonlinear, and Alonso resorts to an iterative solution. Alonso does
provide an analytical solution using differential equations, but it can
only be used after an approximation has been found using the iterative
method.

Alonso's iterative solution starts from the most central location,
where an initial guess for the price of land r, is adopted. The user with
the steepest bid price curve will locate at the most central location,
indicated in figure 2.13 as user 1 with location t,. The next user, that
is, the user with the second steepest bid price curve, will take the next
available location, tr, which is the one that comes immediately after the
Iand requirements of the first user, I,, have been satisfied. The budget
equation (2.I 6) can be used to determine the radius of a circle of an area
of 1,, given the initial guess of the price of land in the centre.

This gives rise to the point in the diagram with a rent value r, and
distance to the centre tr. The value of r, is the equilibrium price of user
1, and the value of r, is simultaneously the equilibrium price of user 2
and the price at the margin of user 1. Thus, a chain of bid price curves
begins to take shape.

The algorithm continues by processing each user in turn in order of
the steepness of their bid price curves. When the last user has been dealt
with, say user n, a land price at his margin, rn.,1, c?n be estimated. The
price of land beyond the periphery of the city, however, can be estimated
independently: if agricultural flrms have been included in the list of
users, then {+r : 0, otherwise {+1 - agricultural price. Should the
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Bid price

tf t2 lirt lm t m+1
Transport

two estimates of the value of land at the edge of the urban area coincide,
it would mean that the initial guess of rr was correct. Should there be
a difrerence, positive or negative, the initial guess of rr must be re-esti-
mated accordingly, calculating the chain all over again, checking the
value at the margin against the independent estimate. This iterative
process must be repeated until the correct value is obtained within a
pre-defined tolerance.

2.6 Multiple market areas: the models of Christaller and Uimh

The work of Christaller and liisch is based on Von Thiinen's original
model, but provides an explanation of how more complex regions are
formed, with multiple market centres, and also of how these regions
relate to each other. Their explanation is generally known as central
place theory.

The explanation begins by making a number of simplifying assump-
tions, such as the existence of a large featureless plain, where an evenly
distributed population of self-sufficient agricultural producers have
settled. Each farmer produces commodities for his own consumption,
such as, for example, beer. Technological development reaches a point
where some larrners are able to organise beer production on a larger
scale. Since the region is perfectly homogeneous, the first farmer to do
so can have any randomly determined location.

Whatever the point in space, the first question a potential producer
will have to face is how much beer he will be able to sell. Economies of
scale will have a stimulating effect on the demand for beer, but the cost
of transport from the factory to the consumers will have the opposite
eflect. Also, depending on the price, consumers will demand variable
quantities, such that a demand function can be established, as in figure
2.14(a).

At the factory, the cost of beer would be the cost of production OP,

Figure 2.1 l. Chain of bid
price cuwes for many users
in Alonso's model
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Ouantity (a)

OP

Ooet of
productioo

. cu cN, c_,
Cost of production or price

Figure 2.14. Formation of a market area in central place theory

where consumers are willing to buy the maximum amount of beer P0.
As the distance to the factory increases, the price also increases due to
transport costs, forcing demand down, until point M is reached, where
transport costs are such that no more beer can be sold, PM is then the
radius oI the market area of. a production unit located in P. By rotating
triangle PQM around P0, a cone-shaped volume will emerge as in figure
2.14(b), which, if multiplied by the density of the population, will
represent the total amount of beer sold.

In the explanation above it was assumed that OP was the cost of
production. However, the cost of production will, in turn, depend on the
size of the demand. Figure 2.14(c) shows two curves: a cost of produc-
tion function and the total demand function @. The cost of production
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function varies from a maximum C,", to a minimum C*n, depending on
the amount of beer sold, and demand will decay as the price of beer rises.
Our farmer will not be able to produce beer if the cost of production
curve lies under the demand curve. At point N, however, both curves
intersect, so that he will be able to sell an amount Q" at a price C*. Qp
should be the total amount of beer sold, previously determined in figures
2.14(a) and (b).

Assume, now, that a second producer of beer emerges in another
(randomly selected) point in space. If this second producer is at a
distance larger than twice PM, anothermarket area of the same size will
emerge, as in figure 2.15(a). Third and fourth producers can emerge
next as shown in figure 2.15(b), this time overlapping with the previous
producers. When two market areas overlap, demand will shrink for the
two producers involved. This is shown in figure 2.I4(c\ above, where
the demand curve { will shift to {', moving the equilibrium point to N'.
The bigger the overlap, the greater the shift of the demand curve.

As more and more producers emerge in the landscape, the number

(a)

(bl

Figure 2,15. Formation of a
systcm of martet areas in
central place theory

lcl



Micro-economic theories of land use

and size of the overlaps grow, until for some the demand curve will shift
to such an extent that it will no longer intersect the cost of production
curve. Such producers will close down. The process will continue until
a state of equilibrium is reached. where all producers are located as close
as possible to each other, and no more producers can leave or enter the
system. In equilibrium, all cost of production curues will be tangent to
the corresponding demand curves, and as Christaller demonstrated,
market areas will be of a regular hexagonal shape. This is shown in
figure 2.15(c). In this system, a fine mesh of small roads will be required
for the transportation of beer from producers to consumers.

Next assume that, since there is now a large n"mber of beer
producers, someone decides to establish a factory of bamels. The most
logical location will be immediately close to one of the beer producers,
and since they are all of the same size and evenly distributed in space,
the selection can be random, say 3 in figure 2.15(c). The same analysis
applied to the producers of beer can be applied now to barrels, with
different parameters. This will result in market areas of bigger size, as

shown in figure 2.15(c), which, at the same time, must match a discrete
number of beer producers. In other words, production of banels must
adjust its equilibrium point to maximise the number of coincidences
with the beer producers. This leads to a higher-order hierarchy of
rrarket areas, where some points in space will now house both a beer
and a banel factory. Also of importance is the fact that some of the
previous small roads will now carry beer and barrels, and consequently
will grow in importance.

The region will grow in complexity as more and more commodities
are introduced. The result will be a large number of regular hexagonal
patterns of di.fferent hierarchical orders, laid on top of each other. Some
points in space will have only one or two producers, but others will
accumulate a large number, becoming important meropolitan areas.

Similarly, some roads will carry only a small nunber of commodities
short distances, becoming local roads, and others will carry a large
number of commodities long distances, becoming regional motorways
of national importance.

2.7 Some conclusions about micro+conomic models

The models described above have many features in common. Firstly,
they explain land use as the result of a market mechanism, in which
individual households and firms compete for space, generating an eq-
uilibrium pattern of land rent. At the same time, equilibrium prices
allow for the optimum allocation of land to households and 6rrrs, and
these, in turn, maximise their utilities.

The model of Von Thiinen, in spite of the fact that it was developed
so many years ago, remains the most general proposition, because it
equilibrates not only a land market, but a market of commodities as

well. Von Thiinen's basic model has been extended in this chapter to
include demand elasticities of land and commodities. The result is a
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model which is even more general, and that contains all the variables
required to give a broad and simplified explanation of how a spatial and
economic system works.

The models of Wingo and Alonso update Von Thiinen's proposition
by incorporating many elements from modern micro-economic
analysis. Conceptually, however, the only element that they add to the
extended version is the budget constraint, with two elements in Wingo
and three in Alonso. A budget constraint equation is, however, implicit
in the extended version of Von Thiinen's model through cross-elastici-
ties, and could be easily applied to a hypothetical urban case. The reader
can easily check this by mentally or practically applying program voNrH
to an urban case: instead of, say, three commodities, commercial firms
and two types of households could be introduced. An interesting coroll-
ary to such an application would be that a specific relationship could be

established between land rent and salaries. In fact, if households have
to pay more for land, they become a more expensive 'commodity'.

The contributions of Christaller and Ldsch are important because

they provide an explanation of the way in which multi+entre regions
can be formed. In this case, each commodity gives rise to its own pattern
of location, a network of market areas. In turn, each pattern is con-
ditioned by the others, forming hierarchies of patterns and transport
networks of great potential from the point of view of theoretical develop-
ment. Ideally, another computer program could be written to demon-
shate the fomration of complex multi-level regions, using random
elements to create a different landscape in every run. It must be pointed
out that the random elements included in the explanation of central
place theory are not part of the original work of Christaller and l-liisch,
and hence must be considered as another extension.

However important these theoretical developments, the achieve-
ments of spatial micro-economic models have not been matched by
practical applications. As Wilson (7974) points out, with the possible

exception of the Herbert and Stevens model (1960), 'no very exciting
operational models have developed from the work. Many insights and
qualitative analyses have been obtained, but few effective models. One
possible reason for this is that most economists in the field, having
established their theoretical framework, then resort to essentially linear
or log-linear econometric models lor their empirical work.' Alonso
(1964) does, in fact, present a very simple linear model as empirical
evidence of an otherwise highly elaborate theory,

Even if this restriction imposed by the tradition of econometrics is of
importance, there are many other restrictions that can be mentioned,
particularly the way in which space and activities are represented.
Because micro-economic models treat space as a continuous variable, it
is all but impossible to represent the variety and richness of the urban
and regional geography. Apart from Wingo and Alonso, there are other
authors that have devoted considerable effort to the representation of
different shapes in their continuous formulations, only to end up with
a few workable solutions difficult to find in reality, such as ovals, star
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shapes, squares and so on. A further difrculty is that in this approach
it is impossible to model more than one market-place or centre of
employment. Consider equation (2.13) in Wingo's model as an
example, where rent in any point j is calculated as the savings in
transportation with respect to the margin, i.e. R, : ci^ - cij. If two
centres of employment are introduced, the rent and density surfaces will
resemble a two-pole circus tent; the model will now have two margins,
m' and mr, two c,,s, and four c,.s, making the whole model collapse.

Furthermore, it is difficult to model the individual behaviour of house-
holds, firms and landowners in any practical sense, since thousands or
even millions of them can be found in any city or region. In real case
studies, aggregation is inevitable. However, as Alonso (L964) himself
points out, in the micro-economic approach it is impossible to aggregate
individual demand curves in the same way as in classical equilibrium
theory. Since demand curves for land for the same individual will vary
with location, it is impossible to know which curves must be added in
the aggregation process.

It is clear from the arguments above that, if they are to have any
practical application, microrconomic models require fundamental
modifications. This is important not only for professional practice, but
for theoretical development as well. In chapter 1, models were defined
as testable propositions derived from theories. It is only when theories
become testable models subject to refutation, that they can be assessed
and improved.

In the next chapters, di-fferent approaches and theoretical frameworks
will be discussed, particularly spatial interaction. It will be seen that, by
solving the problem of aggregation, many of the deficiencies mentioned
above can be removed, thus opening a broad area for research and
development.
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Spatial interaction models

The micro-economic models described in the previous chapter can be
defined as belonging to a disaggregated approach, because the analysis
cenFes around the behaviour of individual units. The approach taken
by spatial interaction models, by contrast, can be defined as aggregate,
because both space and activities are grouped into discrete categories.
Instead of analysing particular points in space, zones containing a large
number of activities are defined. Activities, on the other hand, are
aggregated into groups, and it is assumed that all the individual
members of a group have similar characteristics.

3.1 Origins and development of spatial interaction models

There is a considerable amount of literature on spatial interaction
models, so that only a brief review is presented in this section. Fxcellent
reviews are contained in l,ee (1973), Batty (1975 , 1976), and Baxter
(1976).In spite of earlier work by Reilly (1931), Hoyt (1939), Stewart
(1948), Zipf(1949), Converse (f949), Clark (1951), Isard (1956), and
others, most authors agnee on placing the origins of modern spatial
interaction models in 1959 with the work of Hansen. After this, a flurry
of research activity took place.

There are many factors which led to the rapid growth of this area of
research, but perhaps the most important one is that spatial interaction
models are easy to apply to real cases, producing useful and realistic
results. Another factor is that the spatial interaction approach is par-
ticularly relevant to transportation analysis. During the 1960s and
early 1970s, as a result of rapid urban growth and increase in car
availability, many hansport-related projects were implemented, such as
motorways and mass hansit systems, which meant that spatial interac-
tion models were in great demand.

The first spatial interaction models wsls 6ainly based on a gravi-
tationd analogy, something which derived naturally from the ag-
gregate approach. Instead of looking at the individual 'molecules' of an
urban area, spatial interaction was more interested in the behaviour of
whole 'masses', and the relationship among them. The original gravi-
tational analogy, as more empirical testing was carried out, gave way
to a proper urban or regional theory.

One of the first steps in this direction was the work of Hansen (1959),
who, still using the gravitational analogy, elaborated on the location of
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residents as a function of accessibility to employment. Then Huff(1962,
1953) made an important contribution by interpreting the basic gravity
model in economic tenns and probabilities. towry 0964) achieved a
landmark in the history of spatial interaction models, by using economic
base principles and inhoducing a multiplier to provide a mone com-
prehensive explanation of the urban structure. Lowry's work was then
improved by the work of Rogers (1968) and Garin (f 966) on matrix
methods. Spatial interaction drifted even further away from its original
gravity formulation with the important work of Wilson (1967, 1970,
1974) on entropy maximisation. This method created the basis for the
development and implementation of numerous operational models,
such as those by Echenique (1968) and Batty (1976).

The possibility of applying spatial interaction models to real cases has
been further improved by the development of calibration techniques to
estimate the various parameters involved, particularly with the work of
Angel and Hyman (L97L), Baxter and Williams (1975). The possibility
of disaggregating [owry's original model has also been a constant
preoccupation of investigators, and good examples are the work of
Baxter and Williams (f 973) and Wilson (7974).

3.2 Basic concepts

In spatial interaction models, land used by activities is defined as ag-
gregats units of space or zones, containing a certain number of activities
within them. These aggregates interact, generating flows of different
kinds, which can be of a concrete nature - such as fips, migrations,
movements of commodities, etc - or of a more abstract nature, such as

dependencies, diffusions, opportunities, etc. Each zone is described in
terms of a number of attributes. The zones are linked to each other by
means of infrasEuctures or networks, depending on the nature of the
flows.

The gravity form of a spatial interaction model states that interaction
between any two zones is proportional to the number of activities in
each zone (masses), and inversely proportional to the friction imposed
by the particular infrashucture that connects them. The most simple
formulation is then:

F,i : gMMI@u) (3.1)

where F, is the magnitude of the flow between zones i and j, lVl, and ,iV{

are the number of activities in zones i and j, and/(c,,) is a (negative)
function of the friction imposed by the infrashucture connecting i to j,
measured in terrns of distance, time, cost, or any other variable. Term
g is a constant that transforms the activity units into the flow units.

If the system is composed of more than two zones, flows between any
particular pair of zones must be reshicted by the combined effect of all
other zones present in the system:

Fu: oW*, (3.2)



50 Spatial interaction moilels

The denominator represents the eflect of all zones in the system, includ-
ing i and j. The model can be used in several ways. If the main interest
are the flows themselves, as in a transport demand model, F,, would
represent trips, M would represent attraction and production variables,
and g a trip generation factor. If, however, the model was intended for
the simulation of the location of activities, Frl would become an abshact
flow, representing activities that are generated in i and located in j; once
flows have been generate"d for all pairs in the system, they can be added
with respect to the origin to give the total amount of activity in each
zone, \:

4 : Z,F,i (3.3)

Alternatively, the model can be used to measure the 'potential' of a
particular zone with respect to all others. This kind of analysis can be
useful for diagnosis, to determine the development potential of a zone,
or for design purposes, to determine the optimal location of an industry
with respect to a particular market. The potential of a zone, I{, can be
calculated as:

Y, : gL,Ivl1f@,i) (3.4)

A potential model may also become an activity location model:

4 : "-+, (3.s)

where Xs is the total number of activities to allocate, and { is the
number of activities located in j.

3.3 The entropy maximising derivation

The formulations discussed above are based on rather simple, heuristic
ass,rmptions. Wilson (1970) introduced entropy maximising methods,
which gave spatial interaction models a new and more general theoreti-
cal framework. The concept of entropy was originally developed in
statistical mechanics and later proposed as a general theory of infor-
mation applicable to most systems. There are many ways of interpreting
entropy: it can be related to probability and uncertainty, to a probability
distribution or to Bayesian statistics. It must be pointed out that the
inhoduction of entropy to urban and regional theory does not mean
that yet another analogy is being adopted, since enhopy maximising is
a very general method. As March (7972) points out, 'to say that if the
maximum enhopy approach is applied to urban studies it is in efrect
treating people as though they were gas molecules is exactly as mean-
ingful as to say that if the approach is applied to the study of gases it is
in effect treating gas molecules as though they were people'.

Consider a simple example to illustrate the main components of this
method.Imagine a completely empty bottle which is suddenly filled with
a certain amount of gas from another smaller bottle. On entering the
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bottle, the molecules of gas will move in all directions, filling the bottle
completely. The fact that the gas completely fills the space within the
bottle means that the molecules have spread as evenly as possible,
arriving at the most random distribution, where all possible locations
are equally likely.

Based on the above example, a few definitions can be introduced.
Firstly, the molecules and the container form a system which moves
from an initial state to afinal state.The system is in its initial state when
the molecules are in the smaller bottle, and arrives at the final state once
the molecules have entered and are stable in the bigger bottle. The
problem is to explain the path from the initial state to the final state,
given that we have complete knowledge of where the molecules were in
the small bottle but ignore their final Iocation in the bigger bottle.

Imagine dividing each bottle into two compartments. Furthermore,
assume that the total number of molecules is six, and that the initial
location of molecules in the small bottle is four in compartment I and
two in compartment 2. As they enter the bigger bottle, the molecules
can move freely to any compartment. The problem is to find the most
probable distribution of molecules at the end of the process. The follow-
ing table shows all possible outcomes.

Possible ffnal states

Compartment I
Compartment 2

Number of permutations

6543
0623
1 6 15 20

2

4

15

0
6

I
5

6 I (total 64)

In order to produce final state 6{), only one possible move could have
happened: the molecules of compartment 2 in the initial state moved to
compartment 1. Final state 5-1, however, can be obtained in several
ways, such as one of the molecules in 2 moves to l, or both move to 1

and one of the molecules of I moves to 2, and so on. In total, there are
six possible ways of generating final state 5-1, and similarly fifteen to
produce 4-2, and so on. The total number of permutations is 25 : 64.
In answer to which is the most probable final state, it is clear that it is
3-3, because it is obtained with the largest number of permutations,
twenty times more likely than the least likely.

From this point of view, entropy is the degree of likelihood of the final
state of a system. Outcomes can be ealled, macro-states qlthe system, and
each one of the permutations (64 in the example) can be called.micro-
sfates. Each macro-state, then, can be obtained with one or more
micro-states, and the most probable macro-state is the one which is
associated with the maximum number of micro-states. However, as the
probability of a macro-state increases, the uncertainty as to which
micro-state gave rise to it also increases. In the example, there is no
uncertainty as to which micro-state Ied to 6-0 because there is only one
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possibility, but when 5-1 is considered there are six possible ways of
achieving it, and there are no grounds for choosing among them' In the

extreme, entropy is maximum when uncertainty is also maximum.
In the example, the degree of 'dominance' of the most likely result

over the least likely was 2O to 1. When more complex systems are

considered, that is, when there are more molecules and more compart-
ments, the degree of dominance can increase considerably. It is very

often possible to introduce to the system additional knowledge in the

form of constraints. In the example, the fact that the initial state was

4-2 constrains the number of permutations' If we knew, for instance,

that compartments can contain only up to five molecules, then macro-

states 6-O and 0-6 would be ruled out, reducing the number of per-

mutations to 62, thus increasing the probability of macro-state 3-3' As

a conclusion, as the number of elements and the number of restrictions

increase in a system, the dominance of the most likely outcome also

increases, making it easier to predict than a simple system.

In order to apply these concepts to spatial interaction, Wilson (I97O)
considers the case of a home-to-work origin-destination table. A par-

ticular distribution of people travelling from home to work can be

described as a matrix Ti;. Assume that the number of workers living in
each zone, Q, is known, as well as their places of work, Q' There are

many possible trip matrices that add up to the number of origins and

destinations. The following are two examples:

o, : l1o---5-l E E0----5--l E

DiDj

In both cases, the number of origins and destinations is the same, a

total of 21. These tables are only two of a large number of possible T',

matrices that add up to the given origins and destinations, and, in turn,
there are many ways to combine homes and works to produce a single

matrix. Each T,, matrix represents a macro-state that can be produced

with a large number of micro-states. The problem is to find the T" that
is associated with the maximum number of micro-states, assuming a
priori that they are all equally likely, and that the following can be

introduced as constraints:

ZiT,i : o'

Z,T,i - Di

(3.6)

(3.7)

and
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2,2,T,,c,, C
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(3.8)

Constraints (3.6) and (3.7) were part of the original definition of the
problem, i.e. the sum of the columns of matrix T,, must equal the given
origins (3.6) and the sum of the rows must equal the given destinations
(3.7). A new constraint (3.8) has been added, which states that there
is a total cost of transport in the system, C, and that this should equal
the sum of all trips multiplied by the cost of transport for each origin-
destination pair c,,. This is equivalent to the introduction of a total
energy constraint in the previous example: the molecules are free to
move from one compartment to another, but in doing so they spend
energy, the sum of which is fixed. This total amount of money being
spent on transport gives rise to a higher level macro-state of the system,
because many trip matrices can satisfy this constraint.

The complete derivation of the entropy maximising model can be
found in Wilson (7970, 1974), and here only a short description is
given. The method must first determine an expression to calculate the
number of combinations that can give rise to a trip matrix, and then
maximise it subject to the constraints.

Defining T as the total number of trips (T : X,i T,i ), the total number
of combinations that can give rise to T,, can be calculated as follows: first
select frr from T; then T,, from T - Trr i and so on. In other words, the
number of possible assignments is the number of ways of selecting T,,
from T, which we will denote as tcr,, . times the number of ways of
selecting T,, from T - Trr, denoted as'T-rttq,r, and so on. If we dlfine
W as the total number of possible assignments, then:

w - 'Q, 
t-Tt'cr,., t-ttt -Tr2cTrr . ,

so that

s/: Tt (T - T,,)t TI

r[,Tlril!(T - Til)! rr2l(I - ?,, -
:

Ttrll

(3.10)

The T,, which maximises W subject to constraints (3.6), (3.7) and
(3.8) can be obtained with f[e standard method of constrained maxi-
misation. The Lagrangian g has to be maximised:

9 : lnW * 2,1 r,(Q - ZiT,i) + Zi2r/Di - Z,T,i)

+ p(c - ZrT,,c,,)

where rz, is the Lagrangian multiplier associated with constraint (3.6),
2r, is the multiplier associated with (3.7), and p with (3,8). The Tus

which maximise I andwhich are therefore the most probable distribu-
tion of trips are the solutions of:

Sgl|Tti : 0 (3.12)

(3.e)

(3.11)

together with constraint equations (3.6), (3.7) and (3.8). Maximising
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ln W rather than W, and using Stirling's approximation:

6gl6Tti : -lnTii - t., - 
", 

- fr,,

Equation (3.13) will be equal to zero when:

Tu - exp(-'r, - 2r,- pca\

Subatituting (3.14) in the constraint equations (3.6) and
re-arranging:

exp(-tr,) : Q[Eiexp(- tt, - 0r,,ll-'
and

exp(-2r;) v Q[E,exp(-tr, - pc,i))-'

For convenience define:

At: exp(-rrr)/q

and

Bt : exp(-2ri\lDt

Then:

T,t : Q4exp(- pc,,)A,B,

where

Ai -- [E,B,Qexp( - Fc,,)]-t

Bi : 21A1Qexp(- pc)7-'

of the destination zone, Vt{. Then:

T1 : QWlexp(- pcli)A1

In this way A,satisfies constraint (3.6) and B,satisfies (3,7). Equations
(3.19), (3.20) and (3.21) represent the entropy maximising spatial
interaction model in its most general form. Wilson, however, derived
four different cases, depending on the available information:

(a) Doubly constraineil. This corresponds to the case of maximum in-
formation, because both the origins Q and destinations Q are known.
This is the case described above in equations (3.19), (3.20) and (3.21),
subject to constraints (3.6) and (3.7). Note that terms A, and B, are
mutually dependent, so that they have to be solved iteratively: first
make all B, equal to I in (3.2O) and calculate the values of A,; replace
these in (3.27) to obtain new values of B,; repeat this process until
numerical equilibrium is reached.

(b) Origin constrained,. tn this case only the origins of the flows are
known. but not the destinations. Only restriction (3.6) then holds, and
term Q must be replaced by a hypothesis indicating the attractiveness

(3.l3)

(3.14)

(3.7) and

(3.1s)

(3.16)

(3.t7)

(3.18)

(3.1e)

(3.20)

(3.21)

(3.22\
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where

Ai : [E,V{exp 1- pc,i)l-'

(c) Destination constrained. Only restriction (3.7) holds:

Tii : W,D,exp(- pcr)Bi

where

Bi : [X,V{exp 1- pc))-'

,,1" : Q4exp(- pc!,)AiB;

where

Ai : [I,X1."B,eexp(-fci)]-l
and

Bi : [X,E,Eu."AlCf exp(- pcl,)]-'

(d) Unconstrained. This corresponds to the situation of minimum in-
formation where neither origins or destinations are known, and hence
no constraints are applicable. Then:

Tii W,\exp(- Fc,i) (3.26)

3.4 Some specific forms of spatial interaction models

Applications of spatial interaction models are numerous, so that only a
few examples are presented here. First those models related to the
simulation of flows are presented, followed by models related to the
location of activities. Formal representation of these models has been
changed from the original to adapt them to the notation of the preceding
sections.

3.4.7 Models of flows

One of the best-known models of flows is Wilson's (1970) trip distri-
bution and modal split model, which is based on the type (a) doubly-
constrained spatial interaction model described above. The purpose of
the model is to simulate the number of trips between origin zones i to
destination zones j by transport mode k and population type n, Ti^.
Population type represents, generally, car-ownership (n : 1 car-
owners, n : 2 non-car-owners). Inputs to the model are the number of
trip origins by population type, Q, and the number of destinations in
each zone, Q, as well as travel cost{natrices by mode, cf . then:
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(3.23)

(3.24)

(3.2 s)

(3.27)

(3.28)

(3.2e)

The expression k e n indicates that the summation is made over all
modes k available to population type n. If, say, two modes are being
considered - public and private - non-car-owners are forced to choose
only from the former, while car-owners are allowed to choose from
both.
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3.4.2 Models ol the location of activities

One of the first location models was due to Hansen (1959) to simulate
the location of residents in an urban area. The model assumes that there
has been an increment in population, dR, which must be allocated to
zones as a function of accessibility. Accessibility is measured as:

V, : 2,NlrexP(-fcl) (3.30)

where I{ represents the number of attracting activities in zone j, such
as the number of jobs, services, etc. To account for the size of zones,
Hansen proposed the following allocation equation:

dR, - *fJ-; (3.31)

(3.32)

(3.33)

where dR, is the increase in population in zone i and L, is the vacant land
available in zone i.

Later, Lakshmanan and Hansen (1965) proposed a model to simulate
the potential location of retail services. Expressed in terms of an origin-
constrained model, the flow of retail expenditure from a residential zone

i to a shopping centre in j, $,, is:

S,, : R,e,14{ A,exp (- pcii)

where

Ai : [X, t4{ exp ( - pc,i))-,

and where e, is the average per capita expenditure of the population in
zone i, and 14{ is a variable representing the relative attractiveness of
shopping facilities in j, generally in terms of floorspace area.

Perhaps the most popular of all spatial interaction models is that of
Lowry (7964). It defines the urban system as composed of a basic
employment sector, a service employment sector and a residential
sector. Basic employment in each zone, oE,, is exogenous, and the
purpose of the model is to estimate the Iocation of residents, R,, and of
service jobs, 'E,, that is derived from the location of basic jobs. Other
exogenous variables are the land available in each zone, L,, and an
accessibility matrix or matrix of transport costs, cii.

The main contribution of Lowry is that several sub-models are linked
to each other within an iterative system, thus allowing for a more
complex structure. The way in which these sub-models are linked is
shown in figure 3.1. Expressed in terms of a series of origin-constrained
spatial interaction models, the following steps describe the necessary
calculations:

(a) Add to the basic employment in each zone the service employment
allocated in the previous iteration. In the first iteration, service
employment to be added will be zero.Il *E, denotes total employ-
ment, then:

*E,: DE,+tE, (3.34)
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Population/
employment ratio

lnputs:
Basic employment
Land available
Transport costs

Service employment
is added to

basic employment

Reeidential
locmion

population ratio

Has system
converged

Service employment
location

Outputs:
Residential location

employment

Flgure 3,1. Basic structure of the lowry model

(b) Allocate residents to zones j from work-places in i:

Rii : *EruA,LtexP(- p' c,t)

where

(3.3s)

A, : [E,Irexp1- p'cn\)-' 1 (3.36)

and where R,, is the number of residents in j that work in i; u is a
population-to-emplo5rment ratio. Term A, ensures that the correct
number of residents is allocated, i.e. E,R, : Eil. Para.meter p'
regulates the effect of hansport costs on the distribution of
residents; a very high value of p'will result in the population being
allocated very close to their places of work. [r the limit, when
0' - a, all residents will live and work in the same z)ne. Iower
values of p'result in the population spreading more evenly around
their places of work. In the limit, when F' : O, they will locate
entirely in proportion to the land available with equal density.
Term Ru represents work-home flows, and can be transformed
into the total number of residents living in zone J by summing over
all work-places:

4 : E'R,; (3.37)

(c) Allocate service employment tn znnes j lirom places of residence in
zones i:

'E,i : R,uA,(lt{)'exq(- ffcu) (3.38)
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where

Ai : [Ei(Vtrl)"exp1- B'ca)J-' (3.3e)

and where u represents a service-to-population ratio, Vlj represents
an attractor term for service employment, in terms of the service
employment located in the previous iteration to represent the
tendency of this activity to cluster; the value of a regulates this,
and hence is sometimes called economies of scale parameter. If
home-service flows are added with respect to the origin, the total
number of service employees in each zone can be obtained:

tEi : X,"E,;' (3.40)

Calculation goes back to step (a), where the service employment
obtained in (3.40) is added to the exogenous basic employment in
(3.34). In each iteration a certain number of residents and service
employment is added; however, this number gets smaller and
smaller, allowing for convergency after a reasonable number of
iterations.

Programiownv can be used to experiment with this model.
A number of improvements have been made to the original Lowry

model. Garin (1966) produced an interesting matrix formulation,
providing useful insights and allowing for a direct solution to the
iterative process by matrix inversion (this, however, is less efficient in
computational terms). Echenique (1968) introduced a floorspace
location model, in an attempt to incorporate a supply-side element. He
observed that floorspace density tends to decay exponentially from the
city centre; residential density, instead, tends to be very low near the
centre because of competition with other activities, mainly service
employment. Thus, Echenique splits the structure of the Lowry model
into two parts: floorspace location and activity location. In this way, it
is assumed that employment will determine the location of floorspace,
and once a certain amount has been allocated in each zone, residential
and service activities compete for its use, with the latter having
preference over the former. As a result, central areas can attract a large
number of residents in the first itertion, only to be pushed away from it
by service employment in subsequent iterations. Program rcHn de-
scribed in the appendix contains a version of this model.

There has been a number of attempts to disaggregate some of the
variables of the Lowry model, inhoducing several income groups for
residents and several types of service employment. Baxter and Williams
(7973, 1975) worked on the residential model to considerable extent.
They began by simply adding another index to Ru in (3.35) and in-
troducing F,, residential floorspace, instead of L,, land available. This
assumes that all housing stock is equally attractive and available to
residents of any type. The authors later dropped this assumption by
introducing several types of stock in a doubly-constrained formulation.

Wilson (7974) also made an attempt to disaggregate the residential
model, assuming that both the number of workers, 8,, and the number
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of houses, H,, in each zone are known. A doubly-constrained model can
be built of the form:

Ri, : IdE,exp (- pc11)A\i (3.41)

where A, and $ are defined in the usual way. Wilson then proposes a
hybrid model for urban areas in a rapid growth situation, considering
four possible cases:

Case 7: a group of established residents whose job and home locations
are known. This case can be solved with a doubly-constrained
model of the form (3.41).

Case 2: residents whose residential location is known, but are looking
for a job, dealt with an origin-constrained model.

Case 3: residents with a definite job location, looking for a house, dealt
with a destination-constrained model.

Case 4: completely unsettled population looking for both jobs and
houses, dealt with an unconstrained model.

From this description, Wilson derives a large number of restrictions
which are then introduced into the maximum entropy derivation. The
author then proposes a model that assigns workers of different income
w working in zones i, to houses types ft in zones t, Ri', introducing a

built-in mechanism to ensure that the expenditure in housing and
transport does not exceed a maximum for each income group. The price
of houses is given exogenously.

The service employment model can be disaggregated also, by con-
sidering different types of services, like commerciab financial, health,
education, and so on. It is also possible to distinguish between service
employment generated by residents and by basic employment (the
original Lowry model does this). The problem with these models is that
it is difficult to calculate the many service-to-population and service-to-
employment coefficients. Such information will never exist, since it is
impossible to ask, say, a shopkeeper which income group does he sell to,
or in what proportion. Indirect estimates, however, are possible: a single
average can be calculated and then weighted by the average income of
each service generating group.

3.5 Micro-economic and spatial interaction models compared

As a conclusion to this chapter, it is useful to summarise the main
differences between the micro-economic and the spatial interaction
approaches. These will be divided into theoretical and mathematical/
operative aspects.

3. 5.7 Theoretical aspects

Spatial micro-economic models, as has been pointed out, centre their
analysis around individuals, classified as either consumers (households
or firms) or suppliers (landowners or employers). These actors confront
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each other in the market, competing for land. After equilibrium, all Iand
is assigned, consumers maximise their utilities subject to budget con-
straints, and suppliers maximise their benefits or revenues. Further-
more, land is assigned in the most efficient possible way system-wide. In
other words, micro-economic models of Iand use take full advantage of
consumer analysis and thus enjoy a sound theoretical basis.

Spatial interaction models are much more loosely structured from a
theoretical point of view. In fact, they began their operational life based

on very crude hypotheses and have been acquiring theory along the
way, a process that continues to the present day.

These two alternative views imply a much broader and fundamental
discussion. Micro-economic models start by defining highly abstract
constructions, and then proceed in a deductive way in order to get closer

to reality. By contrast, spatial interaction models have been essentially
empiric, starting from some primitive hypotheses (like a simple
analogy), testing the simulated results against real cases. From the
results of the tests, new models emerge and new hypotheses replace
some of the old ones, thus creating a theory in a gradual way.

The result of this is that micro-economic models have had a great

influence in the development of urban theory, but have provided only
few useful tools for the a6ralysis of real cases. As Anas (1982) puts it,
'because of this, the applied fields of transportation planning and urban
modelling - which stand to benefit from urban economics - have
remained largely apart from it'. In other words, it can be argued that the
micro-economic approach, following a traditional deductive method,
can be perfectly consistent while travelling in the frictionless conditions
of abstraction, but will face severe difficulties when applied to real
situations.

A more specific issue in the comparison is the problem of equilibrium.
It was said that micro-economic models are basically designed to deal
with market systems, where through the process of perfect competition,
all actors achieve their objectives, a process that is stable as long as the
exogenous conditions are maintained. No such conception is found in
spatial interaction models, where mathematical equilibrium is'
sometimes sought only in order to perform certain calculations (as in
the Lowry model). In spatial interaction models there is no guarantee

that, say, supply of floorspace is equal to demand, or that demand for
services is adequately met by existing facilities. Nor is there any state-
ment about prices of any of the commodities, not even of land. In fact,
strong imbalances between most demand-supply elements can perfectly

well take place, a condition that would be impossible in the models of
Von Thiinen, Wingo or Alonso.

This is a point that requires further discussion, but for the time being
it must be stressed that it is both a benefit and a deficiency of spatial
interaction models. It is a benefit, because real cases will be adequately
simulated, whatever the degree of perfection of the market mechanisms
that prevail. It is a deficiency, because, however imperfect, many market
mechanisms still exist and can be of great importance, so that they
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should be made explicit in the models. If spatial interaction models are
to be used as tools for the simulation and evaluation of the probable
effects of alternative courses of action, it is quite obvious that not only
a good activity location model is required: without a certain knowledge
about how these locations affect the land and building markets, it is very
difficult to assess the economic impact of alternative plans over the
urban community.

The way in which micro-economic theory treats the behaviour of
individuals has been criticised also. The assumption that all individuals
are perfectly rational, in the sense that they will always choose the
options that maximise their utilities, and that all individuals possess the
same perfect information about the real system, has often been pointed
out as unrealistic. Individuals, in fact, have only limited information,
take many decisions on the basis of future, predicted events, and they
do not always behave in a perfectly rational manner, among other
things, because it is difficult to establish what is 'rational' in the first
place, and for all individuals in identical terms.

Spatial interaction models make no assumptions about the degree of
rationality of the actors involved, particularly if we consider the entropy
maximising approach. In essence, it is assumed that individuals will
behave in the most random possible way. By definition, the final state
of the system is precisely the one in which we know the least about the
behaviour of the individuals that lead to it. {his would be totally
unrealistic if restriction (3.8) had not been inposed on the model. What
this restriction is saying is that individuals do behave in the most
random possible way, but that they are only prepared to spend a
predetermined total amount of money on transport. In other words,
these are random molecules which, at the same time, watch their
purses.

3.5.2 Mathematical and, operative aspects

Micro-economic models and spatial interaction models also fall into
difrerent mathematical traditions. Micro-economic models are related to
continuous formulations, such as differential equations, while spatial
interaction models relate to discrete formulations and algorithms. It is
argued here that the discrete approach is more flexible and powerfrrl,
and provides the key to the empirical success of spatial interaction
models. The advantages of discrete formuations not only result in
improved calculations, but also have an influence on the theories
themselves. The fact that theories can become operational allows for
multiple feedbacks between theory and reality, a point that was high-
hcht€d in chapter 1.

This discussion is of particular relevance in systems analysis where
he distinction is made in terms of continuous versus discrete models.
Barto (1978) argues that the tradition of classical physical science,

rdated to continua and rates of change, and thus to differential
quations, has developed in relative isolation to those scientists whose
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intuition has developed more directly under the influence of digitial
computing, and therefore, 'find it very natural to think in terms of
algorithms, data structures and automata', Numerical analysis is the
branch of mathematics that has dealt with the interpretation of tra-
ditional problems of physics, engineering, statistics, or economics, in
terms of numerical calculations or algorithms that a computer can
interpret and solve. In this sense, Barto argues that 'although the
subject of numerical analysis focuses on the relationship between con-
tinuous and discrete methods, the perspective it provides lies thoroughly
within the continuous tradition'. Numerical analysis acts as a kind of
translation from continuous to discrete formulations. Take as an
example a model developed by engineers to calculate the strength of the
structure of a bridge, considering the characteristics of the materials,
predicted loads, temperature, wind conditions, and so on. This model
will be represented in continuous formulations with differential
equations. Numerical analysis will produce a discrete interpretation of
the continuous model, so that it can be introduced into a computer,
because calculating machines are discrete by nature.

Because numerical analysis has largely been concerned with con-
structing discrete interpretations of continuous models, the main perfor-
mance indicators relate to how close the approximation is to the original
model, rather than to the behavioural properties of the real system.

Questions like error bounds and the degree of approximation to the
results from the original model as the step-size or mesh converges to
zero, become particularly relevant. Instead, a direct interpretation of the
real system to be modelled should be attempted, bypassing the con-
tinuous formulation altogether. This emerging diyect approach places

emphasis on the relationship between the model and the perceived real
system, rather than on how well the original continuous formulation
has been interpfeted. Van Valkenburg (1974) argues that the inter-
pretation of differential equations should be avoided: 'given the wide-
spread availability of computers, indeed equations should seldom be
used, since principles should be stated directly in algorithmic form'.
When the discrete approach is taken from the beginning, the main
performance indicators will be more related to the degree of disaggrega-
tion of available data or to the degree of detailing required by the analyst
or by the problem itself. Even if the direct formulation of a discrete model
resembles in the end the structure of a similar model to approximate a

continuous formulation, the fact that it was so derived, according to
Barto, 'makes a major portion of numerical analysis irrelevant'. The
whole complex question of whether or not the results of a diflerential
equation have been properly approximated does not need to be faced;
rather, the crucial question concerns the validity of the model in ac-
counting for observed data.

In many other disciplines, discrete models are being put forward for
the representation of systems that traditionally have been modelled
through differential equations, making them not only easier to imple-
ment by computers, but also preserving the theoretical attractiveness of
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the classical models. Furthermore, this recent trend not only makes it
possible to operationalise classical theoretical formulations; compu-
tational models permit the exploration of entirely new classes of models.
Systems analysis should permit the properties of a particular problem,
rather than a priori methodological biases, to determine the analytical
approach to be used; further, it should prevent such biases from deter-
mining which problems are considered for analysis.

In sum, the emerging concept of modelling and model validity holds
that these can only be discussed with respect to a particular set of
attributes (data-base) that are of interest to the analyst (problem), which
constitutes his experimental framework. In this sense, a model can be
said to be valid with respect to some experimental frameworks, but it
may not be for others. Also, its discrete character does not mean that
the system has the same properties in reality. For instance, a discrete
time model does not imply that time itself is discrete, in the same way
that a continuous time model does not imply that time is continuous.
What is being suggested is that the two approaches are intellectual
representations of the nature of time, and that the analyst should
choose the one that better serves his interests or the one that appro-
priately describes the set of real attributes.

A discrete model, on the other hand, is more flexible than a con-
tinuous model. Figure 3.2 shows two forms of representing a real
system. In figure 3.2(a), curve A represents the attributes of a real
system, say a frequency distribution of a particular observed variable.
Curve B represents a continuous representation, which attempts to
replicate the real dishibution as closely as possible. Curve C represents
a discrete model that has been produced to approximate the continuous
one as closely as possible. Because the choice of continuous models is
restricted to a known family of distributions that can be dealt with,
many of the peculiarities of the real distribution are lost. The result is
that curve B is not a very good representation ofA. lfcurve C has been
constructed to approximate the continuous model, the result is that
curve C must be worse than I in representing A. Furthermore, if the step

Figure 3.2. Discrete int€rprctation of real systems: (a) numerical analysis; (b) discrete
approach.A:realattrlbutes;B:continuousrepres€ntation;C:dlscreteinterpre-
tation of B - thick mesh; C' : discrete interpretation of B - fine mesh; D : discrete
int€rpretation of A - thick mesh: D : discrete interpretation of A - fine mesh
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size of the discrete interpretation is reduced, such as in curve C', no

improvements can be obtained'
Figure 3.2(b) shows the advantages of a direct discrete model, bypass-

ing the continuous model, represented by curve D. Because the discrete

model is not restricted to a well-known family of continuous functions,

it can achieve a much better fit to the real attributes. Flexibility is

achievedbecause an algorithm can vary in nature as it goes along, since

it is, basically, a set of calculating instructions. It can describe the real

system in terms such as: first assume that the curve is exponential until
a value of r is reached; then turn linear, until the value of y is reached;

then jump up three times the current value and thereafter decay with
a power function. Note that continuous functions can be included as

part of the algorithm, further improving its capabilities. It is also quite

clear that, as the step-size is reduced, such as in curve D', the model gets

even closer to the real attributes. The algorithm can also vary its
step-size, and include instructions such as 'if-then', 'else', 'go-to' and

other logical conditions.
This discussion is particularly relevant to social sciences in general,

and to urban and regional modelling in particular. The difrerent models

that have been presented in the previous sections fall into one or the

other of these two traditions. In general, models based on micro-

economic theory can be said to follow the continuous tradition, par-

ticularly the way in which they treat space, income, and so on (being

essentially static models, though, time is implicitly treated as a discrete

variable). on the other hand, spatial interaction models consider space

and most of the other variables as discrete, providing an easy access to

empirical testing.
This does not mean, however, that micro-economic models of land

use cannot be tested because they are formulated with continuous

functions. In fact, approximations can be constructed and tested, but

they are bound to produce poor results' To avoid this, in the next

chapter the theory of discrete choice is reviewed and taken as a basis for

the construction of mixed micro-economic/spatial interaction models,

in an attempt to lombine the theoretically sound basis of the former

with the empirical facilities of the latter.



4

Random utility theory and discrete
choice models

In chapter 2, the micro-economic approach for representing a spatial
system was pr"esented and discussed. Although the models that can be
derived have a strong theoretical content, the nature of the simplifying
assumptions, their mathematical representation and their operational
diffigul1lss, forces them to stay as theoretical propositions only, provid-
ing no useful analytical tools for the practitioner. The main shortcom-
ings of this approach can be summarised as follows:

(a) Both users and suppliers are assumed to have perfect information
about market conditions. Limi0ed information would be a more
realistic ass,rmption.

(b) Bidders or suppliers are assumed to have deterministic utility
functions. Faced with the same options, they will always make the
same choices. Variations in individual behaviour should be con-
sidered instead.

(c) Bidders or suppliers have frictionless mobility, and they can even
appear or disappear at no cost. Restricted dynamics would
produce more realistic results.

(d) There is no way to aggregate demand or supply functions. With
a large population, the resulting models are impractical. If, in
order to solve this, the analyst applies the same models to socio-
economic and spatial aggregates, the results would be unreal,
because it would imply large groups showing identical behaviour.

Spatial interaction models, as explained in chapter 3, were derived by
maximising an entropy function, subject to some known constraints.
The resulting distributions, as has been pointed out, are the least
prejudiced statements about the systembeing modelled, that is, they are
the distributions that make the weakest assumptions about the system
apart from what is known and reflected in the constraints. As Williams
(7977b) remarks, the method can be viewed as a statistical aggregation
procedure, and any variability in the behaviour of individual members
of the system may be considered to arise from a variety of sources which
are not made explicit. It is not generally 'within the spirit of the method
Co pin down the variation to any particular source, as this would, in
efrect, present additional assumptions or hypotheses that could be ex-
ploited in model formation ... The methodology, by its very nature,
generates descriptive rather than causal models because the funda-
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mental sources of variability are not subject to a causal interpretation.'
(Williams, 1.977b).

There are, however, three main reasons to seek such a causal inter-
pretation. Firstly, if spatial interaction models are interpreted in causal
(economic) terms, a better explanation of the system being modelled can

be achieved and, particularly, a relationship between the behaviour of
the systern at the macro-level and the behaviour of individuals can be

established. Secondly, if we accept that in the real system individuals
will behave rationally, even if it is in a limited way, it will be possible

to simulate the functioning of the various market mechanisms, such as

land, floorspace, transport, services, and so on. In this way, the theoreti-
cal models derived from micro-economic theory can be integrated with
aggregate spatial interaction models. Thirdly, if a restricted rational
behaviour is assumed in the decision-making process which results in
particular spatial structures, the utility that individuals perceive from
these decisions can be made explicit. This means that if spatial inter-
action models can be interpreted in terms of costs, utilities and elastici-
ties, consistent user-benefit measures can be identified and evaluated'

In the following sections, random utility theory and discrete choice

models will be presented. I will begin by describing the broad theoretical
principles and the derivation of a general model. Then the concept of
decision chains is developed to show how a complex model can be built'
Finally, three related issues are discussed: variable costs, elasticities, and

hierarchies,

4.1 Decision theory: the individual case

In general terms, decision theory describes social processes as a set of
decisions made by individuals. The main assumption is that individuals
choose rationally between the options available to them, subject to a
number of constraints such as income, cultural background, and so on.

For instance, when a household decides to buy a house, it will have a
number of options, varying in price, size, type and location, and a

number of restrictions, mainly in the scope of houses on offer and the
available budget of the household. Individuals will choose from the
options available to them, the one that renders the highest degree of
satisfaction.

Each individual assesses the potential degree of satisfaction or utility
he perceives from each one of the available options. He then ranks them
according to the degree of satisfaction or utility perceived in each case,

and chooses the one that provides the greatest utility. Utility, on the
other hand, is a subjective concept - its perception will vary from one
individual to another, and from one choice to another.

Mathematically, utility can be represented as a mathematical
function for a particular individual and option, containing variables

that describe measurable attributes of each option. Faced with a par-

ticular set of options, an individual may be assumed to evaluate each
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one with the same utility function. The utility derived from each option
can be defined as:

u't : u'(xk,s'), k e B' (4.1)

where u'k represents the level of utility an individual s would perceive
should he choose option k. U" is a utility function that the individual s

applies to all options of a similar kind available to him, that is, to all
k e B', the set of options. It is understood that B' contains those options
that the individual s can afford and that they are substitutes; that is, they
are alternative options that perform similar functions. Xr represents the
measurable attributes of option k, and S' represents the socio-economic
characteristics of individual s. u

If it is lurther assumed that the socio-economic characteristics of
individual s are implicitly represented in the utility function, then
equation (4.1) simplifies into:

u'l : U'(Xk) (4.2)

The selected option will be k if U'(Xk) is higher than that of any other
option within set B', that is, if:

u'(x*) > u'(xo), V4e B" q + k (4.3\

Expression (4.3) yields a unique solution, and is roughly equivalent
to the micro-economic model, and thus is subject to criticisms (a) to (d)

at the beginning of this chapter. In particular, it is of little practical
value, since it would be impossible to keep track of the utility function
of each individual living in a city or a region, and also because the
number of options can be very large. There is, then, a need for aggre-
gation. Individuals must be grouped according to their socio-economic
characteristics, and options must be made discrete.

4.2 Decision theory: the aggregate case

It was mentioned that, even in the individual case, utility cannot be a
deterministic function, because the same individual may behave in a
slightly di-fferent way each time. When the aggregate case is considered,
where utility functions must now refer to a population of individuals
choosing among groups of options, variations become too big to be

ignored. Naturally, the smaller the group, the better, but the analyst
must strike a balance between the benefits of working with a large
number of relatively homogeneous groups and the difficulties of oper-
ation, calibration and data collection.

In the aggregate case, then, it is no longer plausible to assume an
invariable utility function. It must be assumed, instead, that utility will
vary within the group around a mean value. If the population is very
homogeneous, then all members will tend to perceive utility in a similar
way, and thus, dispersion with respect to the mean value will be small
(never zero, not even if the population is equal to one). On the contrary,
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if the population is large, variations around the mean value will also be
large.

There are multiple sources ol variability as groups increase in size. The
list of sources proposed by Domencich and McFadden (1975) can be

compiled together with that of Williams (I977a) and the author's own
as follows:

(a) Intra-individual variations. Individuals do not necessarily
perceive utility the same way each time, and even if they did, they
might not respond with the same action.

(b) Intra-option variations. Options do not always present themselves
in the same way every day. Buses, for instance, might be late one
day, early another. A bicycle ride might be very attractive for a

short hip in the proper season, but not, say, on a rainy day.
(c) Individuals within a group do not necessarily share the same

information about the attributes of each option.
(d) The utility function in the model itself can be mis-specified.

Perhaps the main variables are well represented in the model, but
there might be others of lesser importance that are not represented
in the model and that account for variations in the behaviour of
individuals within a group.

(e) The exact spatial location of individuals within an aggregate
grouplznne will vary, both with respect to the origin of an inter-
action as well as with respect to its destination. Consider the
example of figure 4.1 where two individuals of the same group
travel from zone i to zone j. For a deterministic model, the measur-
able attributes of the perceived utility function would be the same
for both individuals. However, an individual travelling from point
a to point d would pay less than another travelling from b to c.

(f) The precise position of individuals within their socio-economic
group is another important source of variability. Thus, if a group
has been defined, say, as people with personal income between
1000 and 3000, an individual with an income 1100 might
behave quite differently to another with an income of 2900.

(g) The criteria for defining the groups are never fully satisfactory. If,
for instance, income has been chosen to aggregate population into
groupF{ other criteria must be ignored, such as level of education,

Flgure 4.1. Vartablltty tn the
cost of travel
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cultural background, and so on. In the case ofspatial aggregation,
zone boundaries are always arbitrary.

(h) Individuals might not always select the option with the highest
utility, even if they are aware of this, because they might be
restricted by some other factor. For example, if an important
change has been introduced in the transport system, many house-
holds might perceive that they are no longer living in the optimal
place, but the cost of buying a new house and the ddst of moving
into it outweights the difrerence in the perceived utility of travel.

Aggregation, then, inhoduces sources of variability in the way utility
is perceived by each individual member of the population. Thus, for the
group as a whole, a distribution of perceived utilities will result. Figure
4.2(a) shows an example of the distribution of utilities of a hypothetical
population with respect to a particular option. A large proportion of the
individual members will assign to the option a level of utility of m in the
diagram, which is the mean value for the population. Other members,
however, will assign values smaller or bigger around the mean value.
If the group is small and homogeneous, variations will be small also,
resulting in the steep dishibution of utilities z{ in figure 4.2(b). on the

.:
c
€
2
5
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tXility

Figure 4.2. Distributions of perceived utilities
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other hand, if the group is large and not homogeneous, the distribution
of perceived utilities will look more like curve B in figure 4.2(b).

Figure 4.2(c) shows the result in the perception of utilities when the
population is faced with three options. Since each individual member
will judge each option with the same parameters, the result must be that
the disEibution of perceived utilities in the aggregate case will be
identical in shape for the three options, shifting to the right or to the Ieft
according to the option. Those distributions further to the right will be,

in general, preferred, but there are some important overlaps (shown
with difrerent shading in figure a.2@)l that explain why the population
is distributed among all options, albeit in different proportions.

Mathematically, if equation (4.2) represents a deterministic utility
function for an individual, an aggregated utility function for a popu-
Iation must include a random element:

u't : U'(X*,0 (4.4)

where ( represents the random variation in the utility function. There
will no longer be a unique solution: the introduction of sources of
variability means that all options can be selected eventually by in-
dividual members of the group. A probability can then be assigned to
each option, The probability P* that group s will select option k will be:

P'r : Prob [U'(Xt, o
(4.s)

The random element ( can be eliminated from the utility function by
assuming that the function itself is random. Furthermore, the utility
function can be divided into a deterministic function V'(Xk), represent-
ing its fixed components or measurable attributes or strict utility, and
p'(X*), a stochastic element:

U'(Uo) : y'(xt)+p(xu) (4.6)

which means that (4.5) can be transformed into:

P't - Prob [p'(Xt) - p'(Xn)

V4 e B', k + S @.7)

If it is assumed that p' represents the degree of variation within the
population but not within the options, then all I can be said to have
a common joint distribution. If r(t',..., tN) is the cumulative joint
distribution of p'(Xl ),..., p"(X"), and rt is the kth derivative of z, then
the probability that option k is selected is the integral of (4.7):

P'r : Jl. +tt + y't - y'r,..., t + ysr - ysrv)dt (4.8)

Equation (4.8) represents the basic model to simulate discrete
decisions under the assumption of random utility. Many specific forms
can be derived from this generic model, depending on the particular
function chosen to represent the joint distribution r.
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Domencich and McFadden (1925) explored the major statistical
functions that could be applied to represent z to a considerable extent.
The best-known functions are the normal, the logistic and the cauchy
distributions, which after integration yield the probit, the logit and the
arctangent models respectively. Domencich and McFadden (1975)
explored and tested extensively the three distributions, particularly for
the most significant arguments (avoiding the extreme values, that is,
close to z€ro or one). Considering two options, Domencich and
McFadden argue that if p"(Xt ) and pr'(X2 ) have a joint distribution, the
distribution of the difrerences p"(Xr ) - p (X. ) must also havethe same
form for the model to be consistent. From this point of view. if l/(Xt ) and
p'(X2) are normal, then p'(Xr) - p"(Xr) also has a norural distri-
bution. Similarly, if p"(Xt ) and p"(X2) are independent Cauchy distribu-
tions, then p'(Xt) - lf (X2 ) ako has a Cauchy distribution.

The logistic distribution does not have this property, but it can be
solved by replacing it with a weibull distribution, which also yields a
logit model. The difference between a logistic and a weibull distribution
can be seen in figure 4.3. Apart from stability to the sum, already
discussed, weibull distributions have a property which is particularly
relevant to this case: the distribution o[ the maxima of weibull distri-
butions is also a weibull, which is very interesting for a utility maximis-
ing model. Based on this and other properties, the authors conclude that
the choice of Weibull distributions must be preferred.

The question of whether the model should be a logit or a probit is still
a matter of debate. Logit models are far simpler and easier to calibrate,
but some authors (Daganzo 1980) argue that probit models produce
more realistic results, because they are not affected by atfibute corre-
lations among options, making the additional efrort worthwhile. This
point will be discussed further below.

If the distribution is weibull, the resulting multinomial logit model is:

osl
L-

exp (V"t - ct)
E, exp (Vsc - d) (4.e)

Figure 4.3. Normal and Weibull distributions compared
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where a* is a parameter which can be absorbed in the definition of V'e

without loss of generality. Il on top of this, an explicit parameter is

introduced to the exponential function, the final form of the model is:

(4.r0)

Cochrane (1975) makes a similar derivation of the model, but assumes

from the start that the cumulative distribution of the joint probability t
can be approximated with an exponential function, as shown in figure

4.4, thus arriving, through integration, at the same multinomial logit
model form. Cochrane, however, shows an important corollary to this,
pointing out that if the model is of the form (4.10)' then the average

utility or benefit perceived after the population has been distributed to

options is:

s' : i ln [!* exp (p"y*)]

where S'is the average benefit perceived by group s, or composite cost,

and p' is the parameter of the exponential function. Furthermore, as

Williams (7977a)points out, if two alternative policies, say@and@,
are compared, the difference in benefit, AS", is:

AS': #hlffi]urer,r*o]

(4.11)

(4.r2\

Indicator AS'is conceptually equivalent to the traditional consumer's

surplus indicator, but helps to solve many problems related to evalu-

ation. Willians (7977a) also makes a full review of the arguments of
Domencich and McFadden, as well as those of Cochrane, adding a
number of new insights to the derivation. Williams particularly em-

phasises the importance of indicators (4.11) and (4.12)' pointing out
that if it is accepted that (4.10) is the correct model to simulate decisions

made by a population of individuals, then there are no degrees of
freedom as to which is the user benefit indicator: it must be (4'11) and
(4.I2). Operationally, this formulation has the advantage of presenting

a full integration between simulation and evaluation, and, as will be

.t
5oo
o

o-

Figure 4.4. Cochrane's ex-
ponential approximation of
the distribution of utilities Utility of the interaction
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seen in the next section, can have an important effect in the results of
a planning study.

4.3 Some properties of discrete choice models c
To begin with, some properties of parameter p" are worth noting. If, in
a particular utility function, measurable attributes Xr represent costs,
then the parameter will be negative. The value of the parameter is
related also to the degree of dispersion of the distribution of utilities. If
the parameter is large and negative, it indicates that all individuals
within the group tend to agree on what is the best (least cost) option.
The parameter is, hence, also related to the level of aggregation of the
groups involved: if the decision-making group is small and homoge-
neous, the parameter will be large and negative. In the limit, when the
group is restricted to one member, located in a zone so small that it
becomes a point location, the parameter will be minus infinity, and the
model will be equivalent to the deterministic micro-economic model.
This is a very important consideration; in a residential location model,
for instance, if the study area is divided into a small number of large
zones, calibration will result in a relatively small negative value of p',
and the opposite will result if the model is calibrated for a study area
divided into a large number of smaller zones.

On the other hand, if there are several options k, one of them will
represent the minimum cost option, say k*. As the value of p' tends to
minus infinity, probability P'r' tends to one. However, as the value of p'
tends to zero, the probabilities of all options become equal, that is,

P'l : l/N", where N'is the number of options available to group s. To
illustrate this point, consider the numerical example below, where a
case with two options with costs 5 and 8 is calculated for two popu-
lation types, represented in turn by two different parameters, p'equal to

-0.2 and -0.6 (Table 4.1).
It can be seen that, for the population with a low sensitivity to cost,

that is, when the value of f" is -0.2, the probability of the least cost
option, when V'k' : 5, is 0.6457, By contrast, for the population with
a high sensitivity to cost, that is, with a parameter of - 0.6, the prob-
ability rises to 0.8581. In other words, 86% of the high sensitivity group
will choose the least cost option. As a result, the average cost c paid by
the high sensitivity group will be lower than that of the low sensitivity

Table 4.1.

v"t exp (p" V"r ) pst i s" (eq. (4,11))

5

8

Total

5

8
Total

-o.2

- 0.6

o.3679
o.2019
0.5698

o.0498
o.0082
0.0580

o.6457
0.3543
1.0000

0.8 581
0.1419
1.0000

6.0629 2.8126

s.4257 4.74sO
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group (5.43 against 6'06), because a higher proportion chooses the

least cost option.
Table 4.1 also contains the computation of the average utility s" with

can be seen that, as the absolute value of the parameter rises, so does

the average dis-utility. In the limit, when p' is minus infinity, the

probability of the least cost option converges to 1.OO and the average

Ltitity rill .oou".ge to the cost of the least cost option. Note also that

if the choice set has only one option, equation (4.r1) will always yield

the cost of the single option, whatever the elasticity, with c : S"'

Assume, now, that a new, more expensive option is introduced to the

system, with a cost of 12. Table 4.1 is changed as shown in table 4.2.

As can be seen, 14% of the low sensitivity group chooses the new

optiou, agai$t only l% of the high sensitivity group. As a result, the

average cost of ttre former group rises from 6.05 to 6.88 units, while the

latter group only moves from 5.42 !o 5.51 units. The average utility
indicators show in both cases an improvement when the new option is

introduced, but they also show that the less sensitive group benefits

more, because the dis-utility moves from 2.81 to 2.O7 while the high

sensitivity group hardly moves from 4.75 to 4.72' Now equation G'12)
can be applied to quantify the consumers' surplus in each case:

low sensitivity as" : +t" [H!9!aurJ 
: - 0.7386

highsensitivty as, : +r[PorrJ : - 0.0228

The results above clearly show that the low sensitivity goup will
benefit more from the introduction of the new option, even if it will pay

more money in the new situation. Thq numerical results have been

calculated with program uflr., but the reader can easily check that if a

new cheaper option had been introduced, both groups would be much

better offthan if a more expensive option is introduced, and that in such

Table 4.2.

V"l, F exp (f Y") 6 S' (eq. (4.r1))

s -o.2
8

t2
Total

s -o.5
8

t2
Total

o.3679
0.2019
0.0907
0.6605

o.0498
o.o082
0.0008
0.0588

0.5570

-_(1.30s 7

0.1373
1.0000

o.8472
o.1401
o.ot27
1.0000

6.8772 2.0738

s.s092 4.7227
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a case the high sensitivity group would benefit more. When calculating
the total benefit after the new option has been introduced, the analyst
must multiply the surplus of each group by the corresponding popu-
lation and by the number of-selections that each group will perform
within the evaluation period. For instance, if the above example refers
to a travel mode choice, and the question was to estimate the benefits
of introducing a new, more expensive bus service during a year of
operation, the calculation in table 4.3 should be perforrred.

These results also show the importance of indicators S' and AS' in
evaluating policy options. Traditionally, transport related projects have
been evaluated with a cost and time criterion, assuming that the
preferred project will be the one producing the least average cost i. The
numerical example above, as well as the one that will be described
below, show that this is clearly a fallacy. A new option will always
produce benefits, however small, and these benefits will not be the same
throughout population groups. It is surprising, then, that the c indicator
is still used in so many studiesl

The next numerical example, to illustrate these points further, was
calculated with program RIvER, and can be seen in figure 4.5. The
example assumes an initial situation 1, where a region has been divided
into three znnes, Zone I is separated from zones 2 and 3 by a river
which cannot be crossed regularly. People living in zone l, aware of
their isolation, are putting pressure on the government, and as a
consequence, the construction of a bridge is being considered with
highway connections from zone I to both 2 and 3. A planner is brought
in to determine if such a bridge should be built.

I

I
f

the residential model, assuming a single population group, is as follows:

T,i : E,L, exp (- pd,t\

2,L, exp (- fd,i)

where T,, is the number of employees working in i and living in j, E, is
the number of jobs in i, L, denotes residential land available in j, d,, is the
distance between i and j, and p is the utility parameter.

The analyst begins by collecting the appropriate data: E, : (10O,
200, 50); L, = (30, 10, 20); distances are computed from the map in

Table 4.3.

low sensitivity group High sensitivity group

Population
Trips per year
as"
X.(AS* Pop. trips)

Total annual surplus

r000
380

- 0.7385

- 280668

800
450

- 0.0228

- 8208

288 876 unlts
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figurd +.S(a), with internal distances set to one and the distance

between zone 1 and the rest set to infinity. Assume that calibration
resulted in f : 0.3. The results show that the 1OO employees working
in zone I have no choice but to live in zone 1, and that there is a certain
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proportion of people that work in zone 2 and live in zone 3 and vice
versa. These results are represen0ed in the T,, matrix, and if the columns
are added, the simulated number of residents can be computed (IiT,l).
The resulting population is R, : (100, 132, I l8), and if the model has
been well calibrated, it should match real data.

The analyst now feeds the model with hypothetical information
describing situation @. fle only change is that the bridge is now in
operation, thus altering the c,, matrix, replacing the infinite values by
finite ones. Applying the same residential model, the analyst obbains a
new T,, matrix, with a difrerent residential location. This time, people
working in zone 1 will be able to live in other zones, improving their
residential choice; those working in zones 2 and 3 now have an ad-
ditional opportunity of living in zone l, which they did not have before.
The result of this, as shown in figure 4.5(b), is that the number of
households living in each zone is now R, : (142,107, 101); in other
words, the population living in zones 2 and 3 has decreased, and the
population living in the isolated part of town has increased, i.e. the town
has expanded.

In order to determine which of the two situations is better, the analyst
proceeds to calculate accessibility indicators, since this is the main
purpose of the proposed bridge. The traditional mean travel cost is
calculated as:

u, :2+# and u :'#
The analyst will find that the original pattern in situation 1 is d, : (1,
2.48, l 48) with an average of d : I .91, and that this deteriorates to
c, : (1.79, 3.55, 2.46) with an average of E : 2.89 after the bridge is
built in situation@. According to these results, the bridge should not be
constructed, because people living in any ofthe three zones travel longer
distances in the proposed situation. Hence, the planner rejects the
project.

To the layman, the results are clearly absurd, because common sense

dictates that the bridge is obviously an improvement, especially if the
cost of the bridge is not being taken into consideration in the evaluation.
The anomaly arises because accessibility is not being correctly
measured. If, however, the planner had been educated in random utility
theory, he would have used equation (4.11) instead, and would have
obtained completely different results. Average utilities will change from
(3.3f , 5.42, 4.20) in situationOto (2.89, 4.53,3.71) in situation 2
with weighted averages from4.64 evolving to 3.94. Hence this planner
would recommend the construction of the bridge. Furthermore, he can
state that the populations in all three zones benefit, but those who work
in zone 2 benefit more, by applying equation (4.I2) which yields (42.72,
179.75,24.69). Employees of zone 2 benefit the most because this is the
largest concentration of jobs but with the smallest amount of residential
land; the bridge oflers them a new area for residential location which
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they did not have before. Employees of zone 3 benefit the least because
they did have plenty of land to locate.

For once, planning decisions match the intuitive appreciation of those
involvedl What is even more striking is that the average cost criteria still
dictates many decisions of this kind today; such criteria dominate
current evaluation methodologies in many world banks and interna-
tional development agencies involving huge amounts of money. Natu-
rally, everyday planning problems are not as dramatic or as clear cut as
the example above, but every exercise will carry some ingredient of this
sort.

4.4 Decision chains

The paragraphs above have dealt with one particular choice. In an
urban or regional system, however, a population group faces a large
number of choices that are related to each other. In analytical terms, the
set of choices can be represented in the form oI a decision chain. In an
urban context, a typical chain would be, for example:

place of work --+ residence -, shopping --+ transport mode

Each link along the chain is clearly.conditioned by the preceding link.
For instance, where to go shopping is a decision conditioned by the place

of residence. [n order to represent such a decision chain in a set of
models, each component must precede the next in the right order. If the
place of work is a given starting point, each link along the chain can be

represented by a corresponding model, producing probabilities such as

P(r), P(s) and P(m). The simulated decision chain will be:

place of work + P(r) + P(s) --+ P(m)

The number of people that go shopping by bus from their place of
residence given that they work in a particular zone can be calculated as

the number of people that work in that zone x P(r) x P(s) x P(bus).
This is quite a comfortable solution, because it is possible to model each
link of the decision chain separately through independent multinomial
logit models, thus avoiding very large simultaneous computations.

For this to be possible, however, a particular condition must be
fulfilled, which has been defined by Luce (1959) as the independence ol
irrelevant alternatives axiom. This axiom requires that the options being
chosen be independent ofthe presence or absence ofother non-chosen
alternative$ In the example above, it means that the mode choice, for
instance, is independent from other choices. Once the option to go

shopping to a particular place has been selected, the choice of bus is a
completely independent one.

However, the problem is more complex than this, because each link
in the chain may influence the preceding ones. In the above example,
it could well be that people decide where to go shopping precisely

because there is a good bus service. Thus, the choice of transport mode
affects the choice of shopping. Similarly, the choice of residential
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location may have been influenced by the availability of local shopping
facilities. .\

In order to accommodate this, the process of calculation must begin
from the other end, that is, from the last link in the chain, proceeding
backwards. In the example, we would have to calculate the overall
aggregate availability of transport from residence to shopping, that is,
the composite cost of travel. Following Williams (1977a), the proper
way to do this is by applying equation (4.11):

s'' : (4.r3)

where S'is the aggregated travel utility, p'is the parameter regulating
mode choice, and Vr is the strict utility of each mode k, and where
summation is over all modes available for the decision-making popu-
lation and the particular origin-destination pair.

If we assume, for simplicity, that the strict utility of shopping choices
is determined only by transport availability, then the aggregate utility
of all shopping facilities for a particular residential choice will be:

S': (4.L4)

where S" is the aggregate shopping utility, p'is the parameter regulat-
ing the shopping place choice, and S' is the strict utility of each
shopping place, calculated in (4.13), and where summation is over all
shopping places available for the decision-making population and the
particular origin{estination pair.

Finally, if we assume, for simplicity, that the strict utility of residential
choices is determined only by shopping availability, then the aggregate
utility of residential locations, given a particular place of work will be:

S': (4.1s)

where S'is the aggregate residential utility, p'is the parameter regulat-
ing the residential choice, and S" is the strict utility of each residential
place, calculated in (4.L4), and where summation is over all residential
places available for the decision-making population and the particular
origin-destination pair.

In this way the transport element has been transferred into the
estimation of the shopping utility, and, eventually, into the residential
utility. On reaching the top of the decision chain, the calculation
sequence must reverse direction and follow the chain again in the
original direction, calculating the probabilities:

place of work + P(r) + P(s)

1

St-St.-

irt h "*p 
(P'Y')]

i r [t exp (p's')]

i r [l "*p 
(/'s')]

+ P(n)

S' * start here

This particular way of arranging the set of models and aggregating
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utilities is called nested multinomial logit models (Nur,). It is a particularly
powerful shucture for the representation of complex urban or regional
systems.

4.5 Variable costs and elasticities

The calculation process described above begins by the aggregation of
utilities or composite costs following the decision chain backwards, and
then calculating probabilities forwards. The calculation process would
end here were it not for variable costs and elasticities.

Variable costs emerge because some, or even all, links in the chain
may have capacity problems and consequently vary their costs. In the
above example, if the bus service is used beyond its capacity, the cost of
travel (or time) may increase until residents eventually choose other
options. This effect will be hansferred to the shopping place and residen-
tial choices. Shopping places, in turn, may only cater for a limited
number of customers, and these might want to avoid overcrowding. In
the case of shopping, however, it could happen that the prices of
commodities being sold decrease due to economies of scale. Residential
areas will also have a limited capacity, and as demand increases for a
particular location, so will the price of land. Transport costs, retail prices
and the price of land should be included in the representation of strict
utilities.

Demand elasticities also influence the process; in the example, if bus
services to shopping facilities get congested, people might travel less, say
once a week instead of once a day, thus generating fewer trips. In the
case of shopping and residential location it is more difficult to establish
the presence of elasticities.

In order to represent variable costs and elasticities, the calculation
process must become iterative. First, utilities are aggregated backwhrds
along the chain and probabilities are estimated forwards in the usual
way. Once demand has been assigned to all options, costs must be
adjusted according to the relationship between demand and supply. If
the cost ofeach option has been modiffed, the calculation ofaggregated
utilities must be re-evaluated in a new iteration, thus starting the
process all over again. In a second iteration, the calculation of proba-
bilities will change and so will the magnitude of the demand to be
assigned. This is repeated several times until a state of convergency is
reached. Convergency can be measured as the degree ofchange in costs
between one iteration and its preceding one; if the degree of change is
less than a pre-established convergency criterion, then calculation ends.
The calculation process must be modified, then, as follows:

place of work --+ P(r) --+ P(s) --+ P(m)

I
adjust costs

J,_
evaluate convergency --+ exit

J
+- S' .(- S' *- start heres'
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4.6 Hierarchies

Sometimes, for analytical purposes, a particular choice can be divided
into sub-choices, and this gives rise to the concept of hierarchies in the
decision-making process. For example, residential choice could be
divided into two hierarchical levels: first the choice of a district within
the city, and then the choice of a neighbourhood within a district.
Similarly, a hierarchy of transport modes can be established: first the
choice between public and private transport, and then the choice
bi:tween buses and other options such as trains or subways.

These hierarchical levels can be represented and related to each other
in exactly the same way as different links in the decision-making chain,
and the computing process is identical, Note that because a given
decision is split into hierarchical levels, the resulting p parameters are
bound to be different.

The use of hierarchies can be very useful because it permits some
parts of the system to be represented in great detail, while other parts
are dealt with in less detail. For instance, it may be of interest to
investigate residential location within a particular district: in this case
the residential model can determine the probable location of residents in
all districts at a first hierarchical level, and apply a second level of
analysis only to the district in question. In this way the analyst saves in
data collection and computation.

The concept of hierarchies must be taken into consideration even if
it is not used explicitly. For instance, when an urban area is divided into
zones for analytical purposes, it is important that the resulting zones are
relatively homogeneous, and that the levels of analysis are not confused.
It would be an error, for instance, if the area is divided into an heteroge-
neous set of districts and neighbourhoods at the same hierarchical level.
After calibration, the resulting p parameter, because it is linked to the
level of aggregation, will fit neither of the two sets of zones properly.

The use of hierarchies also has a theoretical importance. It was
mentioned that multinomial logit models are bound to produce errors
if there are attribute correlations between some of the choices being
simulated. The multinomial probit model does not have this problem,
but it is difficult to apply because of its complexity, and difficult to
calibrate. Hierarchies provide the analyst with a way round the problem
of attribute correlation when using multinomial logit models: those
options within the choice set that are highly correlated can be grouped
together to conform an aggregate option, and then, at a lower hierarchi-
cal level, treated as a separate choice set conditioned to the previous
one. Examples of this will be seen in chapters 6 and 7.

The random utility model in its ML form is almost identical to the
entropy maximising model of chapter 3. This is no coincidence, because
both derivations arrived at the same solution from opposite ends. The
maximum entropy approach assumes that choices are perfectly
random, and then introduces a rational (cost) restriction. By contrast,
random utility theory begins by assuming that choices are perfectly
rational, and then, because of aggregation, introduces random
elements.
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Spatial accounting models

In the preceding chapters, micro-economic theories of the use of space

were reviewed, followed by spatial interaction and entropy maximising
models, and finally random utility theory was described' This chapter

concludes the general theoretical framework by describing another
important development from macro-economics: the input--output
model. This introduces a new dimension to the problem, that of produc-

tion and its relation to the urban and regional structure.
In very broad terms, the first generation of input--output models were

intended as nationwide global economic accounting frameworks; the

second generation of r-o models attempted a regional disaggregation; a

third generation, currently in progress, attempts a more general descrip-

tion of the structure of a nation, and consequently these models have

been defined as social accounting models. The intention of this chapter

is to derive a general model to represent a spatial-economic system at

any scale, capitalising on the teachings of random utility theory' Since

spatial aspects become so closely linked to the economic accounting
ones, the results have been termed spatial accounting models.

Keynes'theory of production and the multiplier is briefly reviewed as

a starting point for later developments of regional theories such as the
theory of regional rent and the study of the economic base of a region.

Then the elements of the input--ou@ut model are presented and its
regional disaggregation. At this point, the presentation diverts from the

main streem by re-introducing random utility concepts, with related

decision chains, variable costs, elasticities and hierarchies.

5.1 The theory of production and the multiplier

Keynes (1936) begins by introducing the principle of. ffictive demand,

whereby the process of production is mainly determined by consump-

tion. According to this principle, producers determine the level of their
activity according to their estimates of future demand. But demand is
not considered as a function ofprices, as in the classical approach, but
rather of income, which in turn depends on investmept. Formally:

P{ctY(r)l} (s.1)

where P represents production, C represents future demand or con-

sumption, Y represents income, and I represents investment'
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In the economic system as a whole, two main groups of interrelated
actors are distinguished: producers and consumers. Producers can
either produce or invest for future production. Consumers can either
consume br save for future consumption. As shown in figure 5.1,
producers pay consumers in the form of wages, profits, and so on. In
turn, consumers pay producers in the form of consumption.

National product is defined as the sum of all goods produced, plus
investment. National income is defined as the sum of consumption plus
savings. Since the system is assumed to be closed, all goods produced
must be consumed, so that a general e{uilibrirrm condition can be
established:

v - P (s.2)

Since by definition Y : C i S and P : C + I, it follows that the
general equilibrium condition can be restated as:

s - r (s.3)

that is, that in equilibrium savings must equal investrnent. Should
consumers decide to save a larger proportion of their income, they
would consume less, and consequently producers would be forced to
produce less. This, in turn, reduces the income of the consumers via
wages and profits, so that they will find it more difficult to save.

From the point of view of the consumers, the proportion of their
income that they qps $rilling to spend is called the propensity to consume,
which is represented graphically in the consunption and saving
schedules of figure 5.2. In figure 5.2(a) curve CC is the propensity to
consume schedule, and SS in figure 5.2(b) is the propensity to save
schedule. Point B represents the break-even point, where all income is
devoted to consumptiou thereafter, as income Y increases, a certain
proportion of income becomes available for saving in increasing quan-

l{niood
inooms

Flgue 5.1. The gencral
economlc system ln Keynes'
model



Figure 5.2. Consumptlon and
savlng schedules in Keynes'
model
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tities, until it becomes equal to a given amount of investment represen-
ted by the horizontal line II (investment does not depend on income).
When curve SS intersects II at point E, it means that savings equal
investment, and hence equilibrium has been reached becatrse of
equation (5.2).

If for any reason there is an increase in savings, cuwe SS will shift
upwards and point E will move to the left, thus causing the income at
equilibrirrm Y" to decrease. If, on the other hand, investment increases
(because producers are confident of future economic prospects or
because of state intprvention), point E will shift to the right, such as E'
in figure 5.2, and thus a higher level of income can be achieved. If
investment increases, so will income, but in a larger proportion, which
is due to the multiplier effects - a key element in Keynes' theory. The
multiplier, k, expresses the efrect on income produced by a unit increase
in inveshnent. That is:

(al

(b)

f-kt

dvk:-
dI

(s.4)

(s.s)
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from (5.2) and (5.3), and since C : C(Y):

t - Y-c(Y) (s.6)

Diflerentiating with respect to I and re-ananging the terms:

dY1
dr:l-acE $'7\

As can be deduced from figure 5.2(b) dcldY is the marginal propen-
sity to consume, c. Correspondingly, dS/dy : s, the marginal propen-
sity to save. Since according to (5.5), dYldl : k, equation (5.2) can be
reduced to:

SinceC - Y -

(s.8)

S, equation (5.8) can also be re-written as:

k: 1-(1 -dS/dY)
I

amr : (s.e)

The multiplier eflect can be seen graphically in figure 5.2(b). If
investment increases for some external reason from I to 1,, Ly would
represent the increase in income as a result of the increase in investment
Af. Because SS tends to be below the 45' line, Ay will tend to be larger
than AI, thus resulting in a net gain in the system.

Keynes' theory is a powerful argument in favour of deficit spending
through public investment, fiscal policies to stimulate consumption and
investment, and as such, has had a profound social, economical and
political impact. From a theoretical point of view, it is the basis for many
later developments, some of which will be presented in the next sections.

5.2 The regional income model and the economic base method

Keynes' model was designed for applications at a national scale. The
regional income (nr) model draws heavily from Keynes' model, but was
designed for applications to a region within a country, and consequently
achieves a greater degree of disaggregation by explicitly representing
external factors, such as imports and exports, and distinguishing
between private and public sectors. Keynes' model assumes a closed
economy; the main intention of the nr model, by contrast, is to represent
a regional economy within a larger context. In this case trade with
other regions, particularly exports, are considered to be the main lever
of development, instead of investment as in the Keynesian model.

The nr model begins with the following relationship:

f - P - C+c+x-M (s.10)

where C is private consumption, I is investment, G is government
consumption, X represents exports, and M represents imports. Con-
sumption, investment and imports depend on the level of income of the
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region, whereas exports depend on the income of other regions, and
consequently, are exogenous to the model.

Figure 5.3 represents the main relationships between these variables.
Curve E is the result of adding consumption, investment and govern-
ment expenditure, and thus increases with income. Curve E' represents
all aggregate demand for the production in the region:
E' : E + X - M. Exports are assumed to be constant, since they do
not depend on local income. Since Y : P, equilibrium is reached at
point 0, where Y : E'.

Assume now that a higher level of exports can be achieved, say from
Xto X' (AX). A new aggregate demand will emerge, represented by E".
The equilibrium point will then shift from Q to T, and because of the
multiplier effect, AY will tend to be larger than AX. The magnitude of
the multiplier in this model will depend on the marginal propensity to
import, and on the marginal propensity to consume.

The level of E can be considered as a function of income:

E: atbY (5.11)

where a is a constant equal to the level of E when Y is zero (point a in
figure 5.3), and where b is the marginal propensity to consume:

dEL - (5'12)

On the other hand, imports are also a function of income:

M: l+sY (s.13)

where/is a constant equal to the level of imports when Y is zero (point
/ in figure 5.3), and where g is the marginal propensity to import:

dM0: *
IfY:E+X-M,then

(5.13):

(s.14)

by replacing E and M from (5.11) and

Y: a+bY+X-J-Sy (s.1s)

- -:;-;a --- 
E" = E'+ AX

E'=E+X-M
E=C+I+G

x'
x
M

Figure 5.3. Basic relation-
ships in the regional income
model
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from where

rl _ Xta-f
'- L-(b-s)

87

dv
dX

(s.16)

(s.1 7)
1

r-(b-s)
As can be seen, in this model the multiplier is a function of the

difference between the marginal propensity to consume and to import,
while Keynes only considered the former.

Although the nr model is meant to be an operational model, it is
difficult to apply, because the necessary information is generally not
available. This led to the method or study ol the economic base of a
region, which is a more pragmatic approach and uses information
readily available.

The main assumption of this method is that, following the nr model,
the income of a region depends on those productive activities that can
export goods or services to other regions. A key element in the method
is to find ways of distinguishing between those activities oriented
towards exports, or basic sectors, and those activities oriented to internal
consumption, or non-basic sectors. Several methods have been proposed
to rnake such distinction (see, for instance, Isard, 1960).

Once employment has been classified into basic and non-basic, a
further simplifying assumption is introduced: that regional income will
be proportional to basic employment. It is also assumed that the
marginal propensity to consume is equal for all regions. Under these
assumptions, the multiplier can be estimated as:

I
r - (8" lBt)

(s.18)

where E' represents non-basic employment (service) and Et is total
employment. Since Et is the sum of all basic and non-basic
(Et : Eb * E'), then:

dy Et

dX Eb
(s.1e)

5.3 The input<utput model

5.3.7 The single-region input--output model

The input--output (r-o) model, introduced by Leontief (1941), re-
presents a major attempt at disaggregating Keynes' model and the nr
model by economic sector, thus providing a detailed account of the
multiplier effect. It provides a general accounting framework for the
representation of an economic system.

Figure 5.4 represents the main elements of the input--output table for
a single region. The table makes a first distinction between inputs as
origins of proilucing sectors, and outputs or purchasing sectors. In turn,

dY
dX
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Figure 5.4. Basic elements of the single-region input--ou@ut accounting table

inputs are split between produced and, primary inputs, and the purchas-
ing sectors are divided into intermediate and final demand sectors.

Intermediate demand can be represented in a matrix r, in which each
element x'n represents the amount of output of sector m required for
the production of sector n. The final demand sectors represent the end
use given to what is produced in each sector m. The following sectors
are normally distinguished within the final demand: I : investment,
C : Consumption, G : goV€fllrn€nt, E : exportS.

Produced inputs correspond to the origins of matrix r, and hence
represent those inputs that are produced within the economic system.
Primary inputs describe what was not produced within the system, and
include elements such as labour, natural resources, imports, and so on.

A set of formal relationships can be readily established. Firstly, total
production, X', in each sector m must be equal to the sum of all
intermediate demands, plus all elements of the final demand:

x^: InX'n+I'+C +G-+E^ (s.20)

Secondly, if W' denotes total intermediate demand (W^ : I,r'n),
andY'denotestotalfinaldemand(Y' : l' + C' + G' + E'), then:

X-: Inx'n*Y': W^+Y' (s.2 r )

Thirdly, since total supply is assumed to be equal to tobal demand,
total production in each sector must also equal the total value of inputs
purchased from all sectors, Un, plus the primary inputs, V":

xn:L,{"+vn (s.22)

Finally, a simplifying assumption is introduced: that there is a linear
relationship between total production in any one sector, and the
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amount of production required fro^n other sectors. That is:

x^n : A^n Xn (s.23)

where dn' is a matrix of constants called technical cofficients, represent-
ing the amount of produce of sector m required to produce one unit of
produce of sector n. Hence:

(s.24)

The set of technical coefficients a'n is assumed to be stable in the short
run, but could change in the long run due to changes in the technology
of production. Thus, they are considered exogenous to the model. No
economies of scale are assumed in these coefficients. Equation (5.21)
can be re-written as:

X': lna^nXr+y. (s.2s)

Equation (5.25), the final form of the r-o model, represents a set of
simultaneous equations in X' that can be solved for a given set of final
demands Y'n and technical coefficients a'n. Once the system has been
solved, the resulting set of X' represents the amount of produce that is
required to satisfy demand. At the same time, the resulting X^ re-
presents a new demand that must be satisfied by further production,
thus generating a fresh set of equations (5.25). Calculation then
proceeds iteratively until final convergence is reached. This iterative
process is shown in figure 5.5.

An alternative to the iterative solution can be achieved by matrix
methods, which is the solution to be found in most textbooks, in the
following way:

lnput Yn, ann

Make XD = Yt, Y m

X^ =2n e-' Xn

Add value
'Are

IEtA
ol Xn to

signif cantT prevtous iterations

no

Output accumulated
total production Xm

-mna^n:L
XN

Flgure 5.5. Algodthm for the
solution of the single.reglon
input-output model
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x - (l-al-rY (s.26\

where in this case I is the unit matrix. This does provide a direct
solution, replacing the need for iterations. However, it is easy to demon-
strate that the interative solution in figure 5.5 is much more efficient
than the inverse matrix solution of (5.26), a fact that recalls the advan-

tages of algorithmic solutions discussed in section 3.5. This can be

checked with program INpRo. Furthermore, the algorithmic solution
converges in all cases to any desired degree accuracy, while the matrix
method does not.

5.3.2 The multi-region input--output model

The most important problem when trying to apply the input-output
model to a multi-region economic system is how to incorporate spatial
interactions that occur between regions. The problem is far from trivial;
it is not just a matter of adding a set of indices i and j to denote regions
in the equations. Were we to do so, the main accounting relationship
(5.25) would become:

Xf : L'a^"L,X;VY (s.27)

where X,,i is the flow of commodities n from region i to region j. Thus,
X,X,f represents the total amount produced in region i. Equation (5.27),
however, does not suf6.ce to solve the multi-regional system, because
there is only one such equation for each region and sector (i x m

equations), but many more unknowns (i2 x m) because of X,,i. What is
required, then, is a set of equations in X,i relating regions i to j.

Leontief and Strout (1963) solved the problem by assuming that all
goods produced in region i go to a supply pool, and, that all goods that
are consumed in that region come from ademanilpool. The authors then
introduce a set of equations of the type:

(s.28)

where Qi is some sort of distance function to be estimated from base year
data.

The main relationships of this system can be seen in figure 5.6. It can
be seen that a particular flow X,i will represent the movement of
commodity n from the producing region i to a supply pool. The supply
pool for region i, together with the contributions of all other regions,
make up the demand pool for region i, from where production flows
back to any sector of region i (final demand, other sectors or the same
sector).

From this starting point, Wilson (1970) attempts an integration
between the Leontief-Strout proposition and spatial interaction models
using entropy maximising principles, introducing the appropriate con-
straints. Wilson thus explores four types of model, from an uncon-

xn : ffi*, brati * i
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strained to a doubly-constrained gravity input--ou@ut model. The
author then derives a hybrid model for difrerent commodity types.

It is clear that difrerent types of goods will fall into dlflerent categories. For
example, a primary commodity such as coal, is likely to be production-
constralned: a commodity which ls mainly an intermediate good for primary
sectors would be attraction-constrained: a primary commodity which is an
input for other primary sectors would be production-attraction-constrained;
and there is a wide variety of goods which are neither production- nor attrac-
tion-constrained.
(Wilson, 1970)

5.3.3 Concluding comments about input<utput moilels

The single-region input+utput model is a very powerful way of re-
presenting an economic system, and hence has become common
practice in nationwide macro-economic planning. At such a scale, the
information required to calibrate the model is generally available.

The need to disaggregate the model by regions stems from two main
considerations. On the one hand, it enables analysts to assess the impact
of economic policies at a regional level. For example, it can estimate the
effects in all regions of an increase in the demand for steel in a particular
region. On the other hand, it is quite clear that the way in which
production is organised in the regional shucture has an efrect on the
economy as a whole. Hence, a model that makes an explicit represen-
tation of regions and the way they interact is a better representation of
an economic system than one that does not, even at a national scale.

Although many countries do collect the necessary data for l.eontief
and Strout's multi-region input<utput model, such collection is costly
and tends to produce unreliable results. Furthermore, the demand and
supply pools scheme is cumbersome from a theoretical point of view.
Wilson's proposition maintains the same criteria, and even if it does

contribute some interesting insights to the problem, the resulting model
is very complicated, and has not been used in practice.

91

Flg,ure 5.6. Flows of com-
modldes ln the Leontlef-
Strout multi-region lnput-
ouput model



92 Spatial accounting models

What is required, then, is a general model based on a more consistent
theoretical framework and that can facilitate implementation, Taking
advantage of random utility principles, such a proposition is presented
and discussed in the next section.

5.4 A random utility based multi-region input<utput model

5.4.7 The general model

This proposition departs from the previous ones in that, instead of
representing the flows as X,f , a matrix X,i' is considered as the main
purpose of the simulation, whereby commodities flow directly from
origin to destination regions and sectors. This scheme is represented in
figure 5.7, where an equivalent to figure 5.6 has also been included.

In each region i and sector m there is a given amount of final demand,
Yi, which must be satisfied by producers. Potentially, all regions and
sectors can produce goods to satisfy such a demand. The amount of
goods n that are required to satisfy sector m in region i can be calculated
by multiplyinC Yf by the appropriate a'n technical coefficients.

Demand activities are interested in acquiring the Yi a^^ goods at the
best possible price, irrespective of where these goods come from. For the
producers, the costs ofproducing the goods and oftransporting them to
where demand is located are the main factors influencing the prices of
the goods they can supply. The difference between the cost ofproduction
plus transport and the price of the commodity in particular regions
represents the surplus for producers, which they will try to maximise.

Put in these terms, each demand unit will assign its purchases to the
producer that can supply at the lowest price. In other ivords, a demand
unit will rank its supply options and will choose to buy from the
winning supplier. The transactions will be:

Xtr' - Yi a"min(Ki + ci, + ei) (s.2e)

where Xlin represents the amount of produce that the demand unit of
sector m in region i buys from a producer ofn in regionj (i andj could
be the same region). Ki is the cost of producing nat j, ci, is the cost of
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Figure 5.7. Multi-region multi-sector flow of commodlties
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transporting it to i, and ej' is the surplus for the producer of n at j. The
minimum must be evaluated over all supply possibilities of n. Note that
the surplus of the winning producer cannot exceed the difrerence
between his own costs and those of the next producers down the list.

According to equation (5.29), the demand unit will buy all of its
required goods n from the winning producer, and nothing from the rest.
This would indeed be the case in a transaction between an individual
demand unit and an individual producing unit. In turn, the producing
unit will require goods from other sectors. and will assign its purchases
in a similar fashion. This will generate a second link in a long decision
chain. The links will branch out in ree fashion through individual
producers of particular sectors and locations. Each branch will end
when the amount being purchased becomes meaningless, when it
encounters a primary input or when the purchase goes to a producer
outside the system (imports).

However, as was discussed in the previous chapter, the individual
case is of little practical value. Individual demand or supply units must
be aggregated into sectors, and their point locations into regions or
zones. The aggregation process, as was explained, introduces sources of
variability into the system, such that the decision function must include
random elements. The latter, as will be recalled, leads to a multinomial
logit model. If the sum Ki + Ci + ei is denoted bV Vn,then the distri-
bution of purchases from sector n in i will become:

(s.30)

where rx,f' represents the total amount of commodities of sector n
purchased in j by the final demand of secior m located in region i. It is
the first link in the production chain. Once equation (5.30) has been
applied to all final demand sectors in all regions, it is possible to calculate
the total amount of goods purchased in any one sector and region:

'xi : I,I,'X,1' (s.31)

In turn, in order to produce this first amount in each sector and
region, the producing sectors must become demand sectors, generating
further transactions:

t vmn - t m.,ntn exP (- f^Vi)
^ti riu >f''{Ffry-!)

2vmn _ t vm.rna exp (_ f vn)nii Aiu 2..,'n_1"lgt (s.32)

after which the total amount produced in each region and sector will be:

'4 : L'L-'xtr'
For a generic link r:

rvmn - r - r;ynnrnn exP (- fl'Vi)^r ^i u t'"-ptrm
and

(s.33)

(s.34)
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'Xl : I, L'Xf'
The total amount produced in a region and sector, once the system

has converged, will be:

*xi: Yi+rxi+'xi +...

*xf : vy +1,'x1
If the system is a rational one and transactions are expressed in

money units, then a necessary condition is:

'xi t'xi > txi t... (5.38)

that is, 'Xi tends to zero as r tends to infinity. Program REGTNr allows
the user to explore this model.

5.4.2 Price accumulation in the proiluction chain - normal profits

Following the decision chain from I to R, R being the last link, purch-
ases are distributed among producers. Commodities move physically
Ilom the place of production to the place of cons 'mption, and payments
follow an opposite direction.If the chain is followed from R to l, where
1 represents final demand, prices can be accumulated; a producing
sector will charge a consuming sector an amount equal to its own
production cost, plus transport cost plus profits; ;hs seasrrming sector,
in turn, buys commodities lhom several sectors and regions, and adds its
own production cost and profits. When sectors have been aggregated,
it is difficult to make a detailed assessment of profits, so that an average
profit rate or normalproft must 6s assrrmd for each s€ctor.

Beyond li* R it is assumed that there are no more transport costs,
so that prices paid are equal to production costs plus profits:

t4: Ki+E (s.3e)

where RPi represents the price per unit of commodity paid by consumers
of sector n in region i in link R. In link R - 1, demand units buy from
several sectors and regions, and therefore they will pay on average:

(s.3s)

(s.36)

(s.37)

(s.40)

In other words, the average unit price for commodity m paid by a
purchasing sector n in i will be equal to the quantity purchased multi-
plied by price components in each case, divided by the total amount of
commodities produced in the purchasing sector, ^-txl'. Similarly, in
any link r, the unit price will be:

R- rpr _ 2,2,n- txtr"(Pi + c:t + di)
Ll

rtm }>n'x,f'('*t Pi + cit + E)^l - ,X, (s.41)
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and so on, until the first link is reached, where:

tP,r : Ei>^txf'(Pi + 4 + d;)lYr

95

(s.42\

The multi-region input<utput model described above must be solved
iteratively. First, an initial estimate of the set of prices must be made. On
this basis, distributions from link I to R are calculated /orwards using
equations (5.34) and (5.35). On reaching link R (determined through
the estimation of convergence), prices are calculated bacftwards, using
equations (5.40) 0o (5.41), starting from link R until link 1 is reached.
The process is repeated several times until price convergence is

achieved. Note that the model must work with two convergence indi-
cators: one for the generation/distribution of production, and one for
the equilibration ofprices. This calculation process has been adopted by
program REGINP.

Alternatively, the composite cost equation (4.11) can be used to
estimate an average perceived set of prices, which in this case becomes:

r f,mnri (s.43)

where'P,l"n is the composite cost perceived by m when purchasing from
s€ctors n to produce a unit produce. Since m requires produce from other
sectors as well, total perceived cost for all inputs of sector m in region
i will be:

'Pi : Lo^'Pln (s.44)

This way of calculating prices is not only consistent with random
utility theory, but is also easier to calculate. The process begins with link
R backwards, because in order to apply equations (5.43) and (5.44)

there is no need to know how purchases are going to be distributed.
Once link t has been reached, calculation turns forward estimating the
resulting distributions until the last link is reached, where the process

ends without the need for further iterations.
As can be seen, the first approach works on the basis of strict prices

that are actually paid in the real syst€m, thus representing real
economic transactions. The second approach works on the basis of
perceived costs, and hence is subiect to interpretation. Such an inter-
pretation is very similar to the one described in chapter 4 when general

random utility theory was presented. Whether the criterion of perceived

or composite costs is applicable to productive sectors is, however, a
matter of debate. The two approaches can be combined: composite costs

are calculated to estimate the disdbutions, and strict costs are simul-
taneously evaluated to match economic accounting.

5.4.3 Price accumulation in the production chain - abnormal profits

In the model described in the preceding section, it was assumed that
normal profits were exfiacted in every link along the production chain.

{ r" [r *n (- p^'*'Pi + cfi + ei)]
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There are, however, circumstances in which such profits can be altered,

generating abnormalprofits, which can be higher than the normal ones.

In particular cases, these abnormal profits can be called rents.

The magnitude of normal profits is mainly determined by the social

relationships prevailing in the economic system. Such relationships, in

turn, are regulated by the political system which will determine which
proportion of the value added in each productive process can be appro-

priated by capital. In the above formulation, en represents capital gains,

as an average by sector, determined by the socio-political system'

Abnormal profits or rents may emerge, however, under special cir-
cumstances. The two most important conditions under which they can

emerge can be defined as scarcity andmonopolg, generating scarcity rent
and monopoly rent respectivelY.

Scarcity rent willemerge when the supply of a particular good in one

or more regions cannot grow at the same rate as demand for it. Typical

examples are several raw materials and non-renewable natural resour-

ces.In an urban area, the most typical example is land' Often, it might
be a case of short-term supply restriction, which can be equilibrated in
the long term through investment. Labour, for instance, can be con-

sidered as a short-term restriction in some fast growing regions, to be

equilibrated in the long run through migration.
Monopoly rsnts arise when a single economic entity has full confol of

supply and determines the amount to be produced. If it is a private

monopoly, the magnitude of production will be determined such that
profits can be maximised. The latter, in turn, is a function of the scale

of production (determining costs) and the elasticity of demand (deter-

mining the number of units to be consumed). These two variables will
determine an optimal point where profits are maximurn. If the

monopoly is public, it is understood that prices are determined such as

to maximise total social benefits.
Thus, scarcity and monopoly rent can be seen to be equivalent from

an analytical point of view. If supply is fixed in the short run, prices can

go above or below normal gains. In general terms, the model proposed

in the preceding section should include the assumption that, eventually,

any sector and region could become scarce. Two main conclusions can

be derived at this Point:

O Abnorrral rents can be difrerent from one region to another

depending on the particular relationships between supply-

demand in each region and transport costs'

O Abnormal rents can be different from one time period to another'

Each one of these issues will be dealt with in turn. To begin with, a
new variable must be introduced to the system: $' the installed

capacity of production of each sector n in each region i. Next, the

calculation sequence must be modified as follows:

(a) Calculate composite costs along the chain backwards, using

equations (5.43) and (5.44), assuming normal profits, denoted by

E.
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(b) Assign purchases from demand sectors and regions to supply ones
using equations (5.34) and (5.35).

(c) Compare total production assigned to each sector and region with
the given Qs; if assigned production is bigger than production
capacity, increase profits ei, reduce otherwise.

(d) Go back to step (a) to recalculate composite costs, thus proceeding
iteratively until production assigned is equal to the given Qs for
all regions and sectors.

This solves the problem of abnormal gains in the short run, where
installed capacity $ is assumed to be fixed. The model will result in
difrerent profit rates in each sector and region, a fact that can explain
many of the existing regional differences, as a combination of hansport
costs and investrnent.

In the long run, the values of $ should be allowed to vary also. To
represent this, a dynamic structure must be introduced, for which the
following criteria are proposed. Firstly, time must be divided into
discrete intervals denoted as t, t + l, t * 2, and so on. Secondly,
assume that money available for investment is not tagged to any
particular sector or region; producers can freely move this money where
they believe it will render the highest profits. Thirdly, producers must
anticipate where profits will be higher in a following time period, say
t + 1, but the only piece of information they have in order to assess this
is the level of profits in the current time period t,te'l .l|tt+rM is the total
amount of investment available between t and t * 1, a typical distri-
bution will be:

(s.4s)

In order to transform this into installed capacity, a simple relationship
can be established:

t+t?t - .+tMi{ +.Qi (s.46)

where sn represents the increase of installed capacity in sector n that can
be achieved with a unit increase in investment.

5.4.4 Elasticity ol the demand anil substitutions in the proiluction chain

In the preceding sections the problem of prices was discussed. Prices,
however, affect the amount of goods that is consumed through elastic-
ity. Assume that the first stage in the calculation process has been
performed, estimating the accumulated prices backwards along the
production chain. Once the first link in the chain has been reached, i.e.
final demand, the number of goods and services to be consumed can be
calculated as a function of the accumulated prices, instead of using the
fixed a-" coefficients. If prices are high, a small amount will be
consumed, and vice versa, which implies a decaying demand function
with a slope depending on the nature of the goods and the particular

.+lMn : tr*rM -L
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sector of the final demand. In the case of private or public consumption,
people or the government will consume smaller amounts of a commod-
ity if the price of the commodity increases. In the case of exports, as
prices increase, the country will become less competitive in the world
market, and hence will be able to sell fewer goods.

Note that it is implied in this proposition that elasticity of the demand
only occurs in the first link (final demand) of the chain, and not in
intermediate purchases. The basis for this argument is that the amount
of a particular commodity to be consumed is a decision made by
consumers, internal or external, and not by the intermediate sectors.
The latter can only try to minimise costs, but cannot decide how much
will be purchased.

Formally, it was stated that demand for a particular good n was
obtained by multiplying final demand by the technical coefficients
which were assumed to be fixed. The difrerence is that now such
quantities will be obtained by Yi d'" , where d'n is a set of variable
technical coefficients applicable only for the first link in the chain,
calculated as:

d., = I(pi,, d^^) (s.47',)

where tP;nn it the accumulated prices in the first link as calculated in
equation (5.42), and d" is the elasticity of the demand of sector m for
goods produced by sector n. Alternatively, tP;'n, the composite costs as

calculated in (5.43), can be used.
The final form of the calculation sequence when elasticities are

introduced is as follows:

(a) Calculate composite costs along the chain backwards, assuming
normal profits.

(b) Calculate final demand using variable ii'" from equation (5.47).
(c) Assign purchases from demand sectors and regions to supply ones

using fixed a'n coefficients,
(d) Compare total production assigned to each sector and region tc)

given capacities; modify profits accordingly.
(e) Go back to step (a) to recalculate composite costs, thus proceeding

iteratively until production assigned is equal to the given capaci-
ties for all regions and sectors.

Note that final consumption will be different now from one region to
another, and that all flows between regions and sectors can be modified
as a result of the introduction of elasticities. Program REGTNe can help
to visualise the effects of elasticities.

The last element to be included in this analysis is that of substitutions.
Due to its complexity, however, it will not be included in the formal
proposition. Substitutions can be defined as the change in the quantity
demanded of a good which results purely lbom a change in its price
relative to the prices of other goods. In contrast to the phenomenon of
elasticity, substitutions can occur at any link along the production
chain. There is, however, an important difference between substitutions
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in the final demand with respect to intermediate ones. Substitutions in
the final demand can occur between any two goods; for instance,
consumers can decide to buy fewer books about land use and hans-
portation and more shoes, if the price of books increases relative to that
of shoes, even if books and shoes do not perform similar functions. In the
case of intermediate demand this phenomenon can occur only between
substitutes, that is, between goods that do perform similar functions; for
instance, if the price of ivory increases, a manufacturer of pianos can
replace ivory with plastic in the manufacture of keys in order to reduce
costs, but he will not increase the consumption of other materials from
which keys cannot be manufactured. These can also be called close

substitutes. Another good example of intermediate substitutions is the
increase in the purchase of machinery if the price of labour increases.

5.5 Conclusions

In this chapter, macro-economic models have been reviewed; in par-
ticular, the input-output model as the most general and useful re-
presentation of a spatially interacting economic system. Capitalising on
random utility principles, a particular form of a multi-region model has
been proposed, which can be useful for the representation of complex
urban or regional systems. The important concepts of price accumu-
lation, elasticities and substitutions were introduced to the proposed

model. The concepts of normal and abnorural prices were discussed as

a result of the introduction of short-term restrictions in the capacity of
production in particular sectors or regions. This, in turn, gave rise to a
particular dynamic representation of the system.

The resulting general model can be used in many ways at different
scales, such as urban or regional. In the following chapter, the general
model is applied to the case of the location of activities in space. The
transportation component of the system, which plays a role of para-

mount importance, affecting all aspects of the socio-economic system,

requires special treatment, which is left to a final chapter.
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Urban and regional activity
allocation

The previous chapter dealt with a general spatial accounting model
which can be applied to many systems. In this chapter the particular
application to the location and interaction of activities in the urban or
regional space is discussed. It begins by describing the general dynamic
sfucture of the activity system, identifying three main elements:
activity allocation and land market, the dynamic relationship between
activities and floorspace, and the dynamic relationship between activi-
ties and transport. Because of its very particular characteristics, the
latter is described in a following chapter. Reference is also made to
section 1.5 where general model dynamics were discussed.

6.1 General urban-regional dynamics

In the previous chapter, when discussing the issue of abnormal prices,
a particular way of representing supply{emand dynamics was
proposed when there are short-term reshictions in the capacity of
production in particular sectors and regions. tf demand for such goods
in certain places exceeds capacity, short-term prices rise, generating
abnormal profits or rent. Diflerent levels of profit in particular sectors
and regions constitute the determining factor in the distribution of
investment in a following time period; given a total amount of money
available for investment, an invesfirent allocation model can be con-
structed to distribute money to sectors and regions. This, in turn, will
deterrrine increments in the capacity of production for the next time
period, thus generating new demand/supply relationships.

In the case of the location and interaction of activities in space, the
system can be viewed as people performing activities in particular places
in what can be termed the activity sAstem.In such a system, whether at
the urban or regional scale, the main restrictions that generate
abnormal costs are labour, land/floorspace and transport. It will be
assumed, then, that the supply of these three elements is limited in the
short run, and will vary in the long run, through investment in the case
of land/floorspace and transport, and migration in the case of labour.
These demand/supply relationships generate a dynamic structure, as
shown in figure 6.1.

The activity system represents a demand for these three elements, but
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Figure 6.1. Dynamic relationships in the activity system

the chardcteristics of each one vary. The most typical is land/floorspace,
seen as a combined commodity. In a regional system, for instance, cities
and their rural hinterlands represent the current supply of land and
floorspace, which will be considered as fixed in a particular period of
time. The activity system will demand land and floorspace in particular
places, and the demand/supply relationship will determine abnormal
property prices or land values. In a following time period, investors
introduce new supply, more of it where it proved to be more profitable
in the past, thus affecting prices.

The above description frts the supply of floorspace quite closely in real
terms, although the public sector can distort the system with extra
supply where it believes it is necessary. The supply of land, however, is
more subject to state intervention, because of regulations and because
the supply of land also implies the supply of services, such as sewage,
water, electricity and other public utilities.

The supply of transport is made up of basic infrastructure, mainly
roads, and transportation systems or operators, such as buses, cars,
planes and ships. Since the magnitude of the required inveshent is so

large, the construction of basic infrastructure is generally carried out by
the state.

The supply of labour is different in nature in that it is a decision made
by large numbers of individuals willing to move from one place to
another looking for improved living conditions. In a city, the state is
unable to affect changes in the supply of labour directly, and the same
applies to regions within a country. The state will, however, exert
powerful controls at an international level, regulating the number of
people that are allowed to enter a country.

1----
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6.2 The activity system

Following the conclusions of chapter 5, the activity system must be
represented as a spatial accounting or input--output model. There have
been a number of attempts to apply input-output formulations to
activity systems, particularly to the urban scale. A very good starting
point was provided by Broadbent (1973), although his proposition is
based on activity analysis, rather than input-output. Activity analysis
has a structure very sirnilar to input-output, but the central matrix is
arranged in a different way: rows represent commodities and columns
represent activities, the last column representing constraints. The ac-
tivity-rommodity arrangement simplifies the application of linear pro-
gramming methods, with which it is often confused. Activity analysis is,
however, a model, while linear programming is a technique or method
for solving numerical systems.

In activity analysis, commodities are the entities of the system, and
are produced or consumed by the various activities. Activities, in turn,
are transformations of commodity inputs into commodity outputs. The
relationship between activities and commodities are represented in a

commodity-by-activity matrix a'n, representing the amount of input or
output of commodity m required or produced by activity n, A positive
entry represents an output, a negative entry represents an input. Con-
straints are given exogenous elements, and may include basic inputs
(negative) or final demands (positive).

The crucial point in Broadbent's proposition is that spatial interaction
models can be identified with the coefficients in activity analysis. In
doing this, it becomes possible to apply activity analysis to urban areas,
and furthermore to use the dual for evaluation purposes. Thus, the
author concludes, the direct model can be used to determine the distri-
bution of activities to meet given demands, and the dual model to
determine the distribution of costs (or benefits). The use of the dual in
evaluation is not pursued here or in Broadbent's proposition, but the
form of the resulting indicators gets very close to the random utility
theory of composite costs.

There have also been attempts to represent the Lowry model in an
input-output form. An important antecedent to this line of research is
a paper by Garin (1966), in which the Lowry model is expressed in
matrix notation, bringing it very close to an input--output formulation.
The same was pursued by McGill (1977), who took Broadbent's proposi-
tion as a starting point and interpreted the Lowry model as an input-
ou@ut model. McGill's proposition is not only a reinterpretation of
Lowry's original model, but also an extension to account for all possible

interactions between activities. A similar approach is adopted in the
following sections.

With the elements provided in the previous chapter, the definition of
a general activity allocation model is a relatively straightforward
matter. The main diflerence between an activity system and a general
input<utput formulation is that each sector in the economy is defined
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in terms of the number of people involved in the performance of produc-
tion, i.e. jobs. The definition can be extended further to include all kinds
of activities, productive or not, such as residents. Employment and
population thus become the main variables.

As in the input<utput model, a distinction must be made between
final demand sectors and intermediate ones, which can also be termed
as basic and induced activities. These activities give rise to a number of
functional relationships, similar to the flows of commodities in the
original input--output formulation. In this case, though, a typical flow
represents the number of activities in a particular sector and zone
generated by an origin activity and zone. The rest of the system remains
identical to the general random utility based model proposed in section
5.4.1, with identical iterative solution.

For convenience, equation (5.34) is repeated here:

(s.34)

where 'X,fn now represents the number of activities of sector n in zone
j generated by activities m in zone i, and where r denotes the iteration
number. The utility function can adopt a variety of forms, but for an
activity allocation model, the following form is proposed:

vti : c'lr + rnrt (6.1)

where cii is the composite cost of transport for activity n from i to j, r, is

the value of land in j and rn is a parameter regulating the effect of land
values on the location of activity n, which combines with pn, for the
eflect of composite cost of transport. It is implied that land values exert
a negative attraction on activities because they impose a higher cost to
households or firrrs.

The overall stxucture of the activity model can be seen in figure 6.2,
where reference is made to previous and current time periods. Given
inputs to the model referring 0o the previous time period are the location
of activities, land values, and composite transport costs. Current time
period inputs are the amount of land in each zone, and the net growth
of basic activities and of floorspace between the previous time period and
the current one.

With this information, the first stage in the calculation of the activity
model is the allocation of the given increments of basic activities and of
floorspace to zones. These increments, which can be positive or
negative, must be added to the previous time values, to obtain curent
totals which will be considered as flxed supply. The Iocation of the
increments of basic employment can be estlmated with a simple proba-
bilistic model, but the dlstribution of the increments in floorspace must
include particular variables which will be described in a later section.

Once the number of basic activities and the amount of floorspace in
each zone have been determined, the main activlty allocation process
can be initiated through successive applications of equation (5.34),
together with utility functions (6.1), to deterrrine the location of

r vmn t-t vm -mn exP (- |Vti)+ : 2\u > Jlq(-/,vn
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induced activities. Composite transportation costs lefer to the previous

time period, and their calculation will be explained in some detail in the
following chapter. Equation (5.34) will also prduce estinates of the
flows behueen activity pairs.

Once all activities have been allocated to zones, total demand for
floorspace can be estimated for each zone with appropriate floorspace
demand functions. Floorspace demand, F,, can now be compard to the
crurent fixed supply of floorspace, !,.If demand is higher than supply,
land values must increase; decrease otherwise. The following adjust-
ment can be performed:

o*l\ : nlr|.1lt (6.2)

where o denotes the iteration number. With the new land values the
activity allocation process starts a fresh iteration. The process is

repeated over and over, until F, approximates F, for all zones.
The main outputs of the activity model are the location of activities

in each zone, the supply of floorspace (approximately equal to demand),
land values, and a set oI X[" matices, the result of applying equation
(5.34) in the last iteration, representing the functional relatlonshlps
between s€ctors and regions. tn the next chapter, these flows will be

used as the basis for the calculation of the demand for transport.
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The activity model described above can be applied to urban or
regional scales alike. In an urban application, the role of land values is
quite clear: parts of the city that become very attractive because of
accessibility and other considerations end with high land values, and,
as a result, acquire more activities with a low sensitivity to land values
(low r" ) pushing high sensitivity activities towards cheaper zones. The
outcome of this process is change in land use, with activities such as

commerce and low income population consuming small amounts of
floorspace on expensive land. High sensitivity activities, such as high
income population, locate in cheaper zones, consuming larger amounts
of land and floorspace.

On a regional scale, land values, which in this case would represent
city-wide averages, would be high in attractive regions, so that in the
Iong run certain types of activities would tend to move out. This
phenomenon would affect some types of heavy industry and would also
affect migration, because even if salaries might be higher, so would the
cost of living.

6.3 The dynamic relationship between floorspace supply and the
activity system

Two aspects of floorspace are dealt with in this section: demand and
supply. The purpose of a floorspace demand model is to estimate the
amount of floorspace activities are willing to consume as a function of
price. In each time period a certain amount of new-built stock is
generally added to the market, and the purpose of a floorspace supply
model is to estimate the location of such increments.

6. j.7 Floorspace ilemand

The relationship between floorspace consumption and land values is
determined by a demand function, such as the one shown in figure 6.3,
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where the amount of floorspace a unit of activity n is willing to consume
iamne j,li , is an inverse function of land values. There is a wide choice
of functions to represent the elasticity of demand, but a convenient one
is:

It' : an * tsexP 1-6"1) (6.3)

where d , V and 6o are the parameters of the demand function. Par-
emeter d represents the minimum amount of floorspace a unit of
activity n is willing to consume in zone j if the land value is oo; d + b"

is the maximum; dn is the slope of the demand cuwe. Total demand for
floorspace in a zone will then be:

F, : L^\"ti (6.4)

where F, is the total demand for floorspace in znne j, and .{' is the
number of activities of sector n located in j.

6. 3.2 Floorspace supply

,In order to perform its functions, the activity sysiem requires land and
floorspace, two inseparable commodities. However, these two com-
modities are difrerent in nature. Land is a commodity subject to market
Fansactions like any other commodity, but its supply ls strongly deter-
mined by state intervention because of the supply of public utilities such
as water, sewage, electricity, etc., and because of regulations. Further-
more, a distinction has to be made between potential land available for
development, and actual land as market supply. In order for land to
become available, public utilities must be provided, together with
accessibility. Since these factors depend largely on planning and the
construction of infrastructure by the state, land availability will be
considered as an exogenous variable to this model.

The actual supply of sites where buildings can be erected can be
conceived as a supply factor to be provided through investment. Once
infrastructure has been built or brought in, potential land must be
developed: plots must be conditioned, earth movements must be made,
minel lexds must be built, together with all kinds of minor supplies. For
analytical purposes these activities will be considered as part of the
supply of floorspace. In other words, it will be assumed that the supply
of potential land is an exogenous variable zubiect to land use policy, and
the actual provision of sites and buildings will be considered as a
commodity subject to market mechanisms under the assumption of
restricted supply. The purpose of the paragraphs that follow is to con-
struct a model that can simulate the behaviour of the suppliers of built
stock, representing the way they respond to demand, given an existing
stock, land availability, and accessibility patterns.

There are two main issues involved in the estimation of the supply of
built stock. The first refers to the overall supply of stock in the study
area, whether a counFy at a regional scale, or a region at an urban
scale. This subject has been treated by many authors, particularly urban
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economists such as Muth (1968, 1969), Kirwan and Martin (f 970),
Goodall (1972) and Mills (1969). The overall growth of the building
sector is certainly a complicated issue, dependent on elements such as
national economic growth, development of the building industry,
government incentives, availability and prices of building materials,
financial and credit facilities, income of the population, and so on. For
these reasons, the overall level of activity of the building sector will be
considered as given.

The second issue involves the spatial distribution of a given increment
of floorspace. One of the first models of the distribution of a given
increment of floorspace is due to Hansen (1959). Later Echenique,
Crowther and Lindsay (1969) proposed a similar model and incor-
porated it into the lolwy structure to restrict resider:iial location. These
early models are taken as a starting point.

What is required is the definition of a utility function, assuming a
rational behaviour of the suppliers of built stock. The net increment in
the supply of built stock at a particular time period can then be allocated
to zones according to an a-priori probability and to the relative expected
benefit that suppliers perceive in each location.

The a-priori probability can be defined as the potentialfloorspace that
can be built in each zone, i.e. the difrerence between what is allowed by
local regulations in each zone, and the amount of floorspace already
located:

'*tHl: t*tg,*-tq (6.s)

where t*rHf is the potential new floorspace for the next time period in
znnei, '*rHf is the maximum amount of floorspace that will be allowed
by regulations in each zone and 'f{ is the floorspace already existing in
each zone. Equation (6.5) assumes that developers know in advance the
building regulations for the next time period.

Utility to producers can be estimated as the difference between selling
price r, in each zone, and production costs, b,. Then:

,*rlJ,:,r,_rb, (6.6)

where t*t U, ir the expected utility to producers in zone j at time t + 1.
The production costtb, must be calculated outside the model, to include
elements such as the actual cost of building, infrastructure, taxation,
and so on. Density afrects the cost of building, since high rise blocks are
more expensive to build than low density houses. Note that both the
selling price and the cost refer to the current time period; this is because
suppliers cannot know future prices for sure, but they do know the
current difrerence between prices and costs, the only basis for their
planning. New built stock in each zone can then be calculated as
follows:

(6.7',)

where '*rd4 is the amount of new built stock to be supplied in zone j
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in the next time period, and where '+rdH is the given system-wide
increment in floorspace planned for the next time period. Total future
floorspace in each zone will be:

t*t4: tr{+'*ldH, (5.8)

The model that has been described includes a number of simplifying
assumptions, the main one being the consideration of only one type of
floorspace of the same age. Floorspace can be divided into different types,
such as residential, commercial, industrial, and so on. In turn, residen-
tial floorspace can be disaggregated into, say, detached, terrace and
flats, or even by size and quality. Anas (1982) has looked into this issue
in detail, intoducing the concept of sub-markets. From the point of view
of the supply model, it is simply a matter of disaggregating stock from

'H, to'H[,where / denotes building type. Equation (6.7) becomes:

(6.e)

F,quation (6.9) implies that the total increment in floorspace, t+rdII,

will be allocated simultaneously to zones and building types according
to expected profits in each case,t+rU,/. Note that potential floorspace
must be disaggregated bV type / also, because regulations can restrict
the building of certain types in particular zones.

The age of buildings can also be brought into the analysis. In order
to deal with this problem, floorspace can be disaggregated by age group,

4. Built stock in each zone and age group, 'Hf can then be arranged in
a matrix fonn of the following type.

Timet*2
Timer*1

This mafrix can be operated with a dynamic model based on a
Markov chain, to simulate the amount of floorspace in each zone and
age group in each time period. The following relationships can be
established:

t+td'I:'ffi

'*tHf : 'ttft +'*tdH,, for q - I
and

'*'Hf = tHff + 'Hf-r(l -f-'), forq > I

(6.10)

(6.11)
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Equation (6.f 0) estimates the amount of floorspace in the first age
group (4 : I ) as the amount of floorspace already existing in age group

4 : I in time period t.rHf , multiplied by the probability that the built
stock will stay in the same age group, /. To this amount of 'surviving'
stock in the first age group, the total amount of new built stock, '* 

t dll,
must be added, since the new stock is naturally 'born' to the first age
group.

Equation (6. I I ) states that, lor all age groups other than the first one,
the amount of floorspace in a zone in time period t * I is equal to the
stock that 'survived' in the same age group, 'Hfl, plus the stock that
'aged' from the previous group during the period,'Hl-'(L - t-').
Note that 1 must be less than l. Note also that in every time perid
there is a certain amount of stock that disappears altogether, at a rate
of 'H,.o(f - pol, where 0 is the oldest age group.

A further improvement can be introduced if demolitions are taken
into consideration. Figure 6.4 makes a distinction between difrerent
types of land: a certain amount of land is currently occupied by
buildings, and the rest remains as available vacant land. The shaded
area represents the existing floorspace, r{,. The new stock to be added
for the next time period can be of two types: new stock built on vacant
land (v : I ) and new stock built on previously occupied land (v : 2).
The cost of building will be diflerent in each case, because the cost of
demolitions will have to be added to the v : 2 tyF.In this way, new
built stock becomes '*'dHi, where y denotes the vacancy condition.
Equation (6.9) now becomes:

(6.121

Equation (6.12) represents a choice for the suppliers of built stock:
build on vacant land or replace old buildings by new ones. There will
be a different cost and hence a difierent utility associated with each
choice, '* 

t 
4u, *d difrerent a-priori probabilities,'*'H|t , represented by

the potential floorspace in each case. The selling price in each case will
be the same, since potential buyers will be indi.fferent with respect to

.+l Hr4

'*'dH,":'+F#ffi!

Figure 6.4. Drfierent types of
potendal floorspace
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which vacancy condition existed before the erection of the present
buildings.

In order to simplify the presentation, a number of issues have been left
out. In particular, densities have remained implicit and haye been
mentioned only as influencing the cost of buildings and demolitions.
Also, the concept of sub-markets can be elaborated along the lines
developed by Anas (1982), whereby some activities must be restricted
to certain types of buildings, such as industry, commerce, schools, and
so on. Public housing can also be considered in the model, to be added
to total stock, with a residential restriction.

Another important issue that must be included, particularly in de-
veloping countries, is the inclusion of an informal housing sector. [n
many cities of the third world, the informal sector constitutes a large
proportion of the total stock. A possible way to include this begins by
modifying the floorspace demand function (6.3) by removing the
minimum consumption parameter, d:

f,n -- b" exp (-d'r,) (6.13)

Equation (6.13) still represents the amount of floorspace a unit of
activity n is willing to consume given that r, is the price of land. In this
case, however, the demand function converges to zero as r, increases.
Since activities cannot consume below the minimum an, the model must
then proceed as follows.In the first iteration all population is assumed
to be within the fonnal sector. Once all activities have been allocated to
zones, demand functions (6.1 3) must be computed. Then all population
whose demand for floorspace goes below the minimum d are assigned
to the informal sector and allocated to zones with a separate sub-model.
In a second iteration, since there is a smaller population competing for
the same amount of formal floorspace, prices will drop, and consequent-
ly part of the informal sector can be brought back into the formal sector.
This process continues until a state of equilibrium is reached.

In the dynamic structure, if floorspace grows at a smaller rate than
population growth, the informal sector will grow. Public housing will
increase supply, and hence reduce prices, thus reducing the proportion
of informal population. At a regional level, this model can explain the
difrerent proportions of informal population between cities.

6.4 Migration between regions

In a country, people move from one region to another for a number of
reasons, the main one being the search for better employment oppor-
tunities. There are, however, many other reasons, such as the search for
better services, a more favourable cost of living, weather and environ-
mental considerations, cheaper housing, and so on. In an urban area,
people move from one location to another for similar reasons, but the
weights given to each factor are different. An important factor restrict-
ing changes in the location of population is the cost of moving, both
economical and psychological. This friction will affect more regional
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movements than urban movements, because both types of costs are
higher in the former case.

In traditional demographic analysis, migration movements at a
regional scale are represented through in or out migration rates. Such
is the case in the so-called cohort survival model, well documented in
Rogers (1968). A cohort is simply a category of population from one or
several points of view, mainly age and sex. From known data. the rate
at which population migrates in or out is calculated for each cohort, and
when age is considered. migration rates are combined with survival
probabilities. Based on historical records, these rates are projecied into
the future. The result of such a model will be the number of people that
move in or out of each region.

This approach can be criticised from many points of view. A migra-
tion matrix cannot be calculated, and some fundamental variables, such
as job availability and accessibility between regions, are not recognised.
For this reason, spatial interaction models became popular quite early
on, with the work of Zipf (1949), Lowry (1968), Masser (1969) and
Wilson (1974). Wilson, in particular, integrated this approach with the
matrix methods developed by Rogers (f968) to represent age and
cohort survival probabilities.

In the activity allocation dynamic model described in section 5.2
above, migration is represented implicitly, whether applied to a regional
system or to an urban area. Population is allocated to zones or regions
in each time period as a function of the location of employnent,
services, accessibility patterns and land values. Migration is then, simply
the difrerence in residential location between one time period and the
next.

It can be argued, however, that this implies an instant and costless
migration. As soon as there is a change in one of the variables afrecfing
residential location, people are assumed to move immediately to new,
more convenient locations. There are, though, some built-in limiting
factors in the model that restrict the speed of such movements. On the
one hand, employment location changes relatively slowly, restricted in
turn by factors such as availability of raw materials, markets, and
transportation costs from its suppliers. On the other hand, changes in
the supply of floorspace are even slower. In the floorspace location
models (6.9) or (6.12), an incremental approach was adopted; hence, a
large proportion of the stock remains unchanged lhom one time period
to the next. As a result, land values in particular zones may increase,
but it will take some time before the cost of housing forces population
to change location. In the activity model of equation (5.34) and (6.1)
the relative importance of land values as against accessibility to employ-
ment in determining changes in residential location is regulated by the
relative magnitude of parameters pn and rn. Further inertia can be added
0o the activity model by includtng an attractor variable l{" to equation
5.34), thus becoming:

rvmn _ r_tvm-mn Wi exp (- p^V,i)
^r 4u ,@' r.laFTW (5.14)
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where Wf can be defined to represent previous time population; since
population can be of difrerent socio-economic characteristics, Vtj'can be
further refined by including the weighted sum of each group in the
previous time period.

Even if the above approach is a convenient way of representing
migration, it does not provide an explicit rrigration matrix. This,
however, can be obtained by adding a post-simulation calculation of the
form:

(5.r s)

where Mf represents migration of group n from i to j, 'Rn is total
population of type n, ('Ri - '-tRi) represents the diflerence between
the residential location in periods t and t - 1, and where c*n represents
a fixed cost of migration for group n. lV{i represents people that do not
migrate.

5.5 Spatial hierarchies

In many cases it will be useful to distinguish two or more hierarchical
levels when dividing the study area into zones. If it is a regional
application, the analyst will probably divide the whole country into
regions, but at the same time he might be interested in dividing some
of the regions into smaller spatial units. The same will apply to an urban
application because the interest of the study centres around certain
parts of the city. It could also be that the study covers the whole city;
but there are important relations between the city and its surrounding
region: in this case, the analyst can define a first hierarchical level
representing regions, of which the city is one, and then divide the city
in secondJevel zones in the usual way. In chapter 8 several applications
of this kind are described.

In order to represent this in the model of the activity system, equation
(6.14) must be modiffsd as follows:

rllmn 
- 

r-lvm.Jnn tvl e^P \ - P vU t
"t * s lrrrr --- / 14, lrzr\

tI{," exp (- 'fl' tu,i)

2,'w,'exp (- t p, ry,i)

Yi e I (6.16)
2,'W,'exp (- 'tr 'Vt)'

where indices 1 and 2 denote corresponding hierarchical levels, and
where / denotes a first-level zone and j a second-level zone. The ex-
pression j e / means that in the second part of equation (6.1 6) surlma-
tion is made over all second-level zones j into which the firstlevel zone

/ has been divided. The interpretation of equation (6.15) is straightfor-
ward. If it was being applied to the location of residents of type n, the
first probability would assign residents to a first hierarchy ofzones; the
probability of locating in a second-level zone is then the probability of
locating in the first-level zone to which it belongs, over all first-level

..rn _ .D ('Ri - r-rRi) exn G |'cit* c*')
w\l 

'.n
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zones, multiplied by the probability of locating in the second-level zone
over all others that belong to the same first-level zone.

6.5 Conclusions

This chapter has dealt mainly with the activity system, that is, the
explanation of how activities locate and interact in space. Most of the
theoretical elements had already been dealt with in the previous
chapter, so it was mainly a matter of applying a general theoretical
framework to a particular instance. The result is a model that can be
applied at a regional or an urban level or, if hierarchies are used, to a
combination of both.

There are, however, very specific issues related to the location of
activities, which were discussed. The most important of these is the
demand and supply of floorspace. This is, perhaps, one of the most
interesting areas of research in land use modelling, because of its
relevance in real social contexts and because of its challenging complex-
ity. In this chapter only the main elements of the subject were covered,
leaving out a large number of aspects to be tackled in the future. The
case of marginal popu-lation, of great importance to third world coun-
ties, has been only suggested, including the proposition of a formalised
model, but remains largely unexplored. Floorspace in Europe and the
USA is the largest energy consuming element of society apart from
industry; the careful study of within-space energy consumption is of
great relevance for integrated land use and transport modelling (see

Owens, 1986; Rickaby and de la Barra, 1987).
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The transportation system

The relationship between the location of activities and the transport
system has been discussed extensively in the literature for many years,

but it is only recently that it has been established more formally. This
is due perhaps to the historical development of theories related to the use
of space and those related to the use of transport, and to the fact that
both evolved in relative isolation.

It was pointed out in previous chapters that the majority of land use
theories considered the transportation system as having a definite effect
on the location of activities: this is a common element in the works of
Von Thiinen (1826), Christaller (1933), Hansen (1959), Wingo
(1961), Alonso (7964) and Lowry 0964), as well as most of the land
use research that took place in the late 1960s and early 1970s. All of
this work, though, considered accessibility or transport costs in an
ambiguous way, and basically as exogenous. Even in the work of
Wingo, which could be considered to have pioneered the field because
it developed both transport and land use to considerable extent, the two
remained in separate compartments, and the transport variables that go

into the land use model were restricted to the concept of 'distance to the
centre'.

In turn, transportation research has traditionally enclosed the land
use aspects into an equally ambiguous concept of 'demand', an area
whose sole purpose has been to provide socio-economic inputs for the
transportation study. This approach results in a strong imbalance
between a detailed description of the transport related variables and the
gross oversimplification of the activity system, generally a given exoge-
nous variable. However, concern about the importance of land use has
been expressed many times by transportation planners, and in this sense

the work of Buchanan (1963) became a landmark. Since then the
subject has become standard in most textbooks and there are authors
who refer to the subject in a very explicit way (e.g. Blunden, 1971,).
Even so, the subject is only referenced, and cannot be considered as an
integrated theory.

After 1970 came the first generation of combined land use and
transport models, particularly with the important sELNEc model (Wilson
et al., 7969: sELNEc, 1977, 1972) and the works of Putman (7973,
7975a, b, c), and Echenique et aI. (1973) (see also de la Barra et al.,
1974). The main characteristic of these models is that the socie
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economic inputs required by a transport model are provided by a land
use model, instead of giving them as exogenous data. In turn, the
transport model calculates a generalised cost of transport, which is fed
back into the land use model. A review of this generation of models,
which can all be fitted (some more forcibly than others) into a common
scheme called a linked land use anil transport moilel, is the subject of the
next section. This is followed by a second section where an integrateil
schemeis put forward to solve some of the problems of the linked scheme.
Final sections are devoted to the discussion ofparticular aspects of the
transport system, such as perceived costs, trip generation, modal split
and trip assignment.

7.1 The linkd land use and transport model

Figure 7.1 describes a possible common structure for a typical linked
land use and transport model. It corresponds to the one used in de la
Barraet aL. (797\, but presents common aspects with the sELNBc model
and the structure proposed by Echenique et aI. (1973\.

The calculation sequence starts with a regional model which consists
of two linked sub-models: a regional employment sub-model and a
demographic sub-model, which together perform the calculations of the
totals of population and employment per region and sector for the urban
area to which the model is being applied.

Regional
level

Regional
employment model

Trip generation model

Network asignment
model

Figure 7.1. General shucture
of a linksd land use and
bansport model

Bosic employment
location model

Location of floorspace,
residents and service

employment

Trip distribution
and modal split

Travel time and
generalised costs
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The next stage corresponds to the location of activities within the
urban area, and consists of the location of basic employment, of floor-
space, residential population and service employment, from the totals
generated by the regional model. These in turn are inputs to the
transportation model, consisting of four traditional steps: generation,
distribution and modal split, trip assignment, and generalised costs.

The trip generation model transforms the activities by Bpe per zone
calculated by the land use model, into trip productions and attractions,
that is, the number of trips that originate in each zone and the number
of trip ends in each zone. The trip distribution model connects produc-
tions to attractions to produce a set of origin-destination matrices. The
modal split model separates these trip matrices by mode. Trip distribu-
tion and modal split can be combined in a single model, as in equation
(3.27). The resulting trips by mode are then assigned to the diflerent
routes available in the network by the assignment model. Finally, all
these calculations are used to estimate travel times between zones by
mode, which are afrected by the level of congestion in each link of the
network. With travel times and other cost-related parameters,
generalised hansport costs can be estimated.

From the generalised cost calculations, two main feedbacks are recog-
nised. The first goes back to the trip distribution stage because, as

congestion builds up in certain parts of the network, the distribirtion of
hips is afrected, and the probabilities of choosing each mode can change.
This feedback is equivalent to an equilibrium between supply and
demand of transport. Because of the characteristics of the hansport
system, this equilibrium is assumed to take place instantaneously, that
is, no time lag is considered.

The second feedback loop goes back to the location of activities,
affected by changes in the generalised cost oftravel between zones. This
second loop is assumed to take place more slowly, because activities will
take some time to adapt to changes in accessibility. An explicit time lag
becomes necessary.

As can be seen, the two key elements that relate land use to trans-
portation are trip generation and generalised costs. For the calculation
of the number of trip ends as a function of the number of activities in
each zone, two methods have been traditionally used: linear regression,
and category analysis developed by Wooton and Pick (7967). The linear
regression model estimates the number of trip ends as a linear function
of the level of activities. In Echenique et aL (7973) and in de la Barra et

01. (1974) trips are divided into car-owners and non-car-owners, and all
activity types produced by the land use model are entered into the
calculation of the parameters of the linear function. If peak hour trips
are being estimated, residential activities generally result with the
highest parameters in trip productions, and employment activities for
the trip attractions. The set of parameters is estimated through linear
regression against real data.

Category analysis methods derive the value of a set of trip generation
rates directly by cross-classification. The number of trips made by
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households are cross-tabulated by different types, including factors like
family size, number of working members, car-ownership, income, and
so on. Category analysis was developed as a way of getting round
certain difficulties in the linear regression model, particularly that of
non-linearities, However, as Dale 0977) points out, 'category analysis
is a particular lorm of regression analysis', and the results are very
similar. The srr,Nrc model used a modification of Wooton and Pick's
(79 67 ) model, using I O8 household categories (income/car-ownership/
family structure), and calculated trip attractions from eight land use
categories.

In general, the following can be said about these trip generation
models:

(a) Trip rates are inelastic with respect to travel cost. If trips are
shorter or cheaper, people tend to travel more often, an important
fabtor which is not included in the model. If new transport facili-
ties are infroduced, the total number of trips remains the same.

(b) As the number of categories increases, the number of observations
from real data tends to decrease sharply, making the results
unreliable.

(c) If the general model is to be coupled to the land use model, there
is no point in having a large number of categories, because these
will not be available in future predictions.

The second land use/hansport interface in these models is the cal-
culation of generalised costs of travel. The purpose of this calculation is
to provide the land use model with accessibility indicators in matrix
form, that is, the cfi matrices used in previous equations. In the three
examples above, these are obtained as simple averages.

7.2 The integrated land use and transport model

The set of models described above is the result of the direct linking of
research areas that evolved in relative isolation. Areas like trip genera-
tion, distribution, modal split, assignment and so on, were the subject
of independent research for many years.

Apart of what has already been said about the trip generation model,
there are other deficiencies of the linked approach that can be pointed
out. Senior (L977) questioned the validity of the hip dishibution model
in some detail. The central question regarding this model can be put as

follows: il, say, a residential model has simulated the relationship
between place of work and place of residence, producing a residence-
work flow matrix, why should another similar, though more con-
strained, distribution of trips to work be performed? In fact, the residen-
tial model is based on an origin-constrained model in enhopy maxim.is-
ing terms, which is not identical to the doubly-conshained model
generally used in trip distribution, though they are performing a similar
function. The origin-constrained model assumes jobs as fixed and given,
an assumption that is consistent with the overall structure of the model.
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In doing so it simulates the X,.i' mafix which would be identical to
work-residence trips if the trip rate was equal to one. It is then a
relatively simple matt€r to fansform these functional flows into actual
hipa by using an adequate trip generation model. In these circumstan-
ces, the trip dishibution model is essentially redundant and ambiguous
in its interpretation, and hence must be eliminated from the model
sEucfure.

A second aspect ofthe linked approach that can be criticised is the use
of averages for the calculation of generalised costs. This issue was
discussed in some detail when describing random utility theory, where
it was explained that equation (4.f l) was the correct way of estimating
composite costs. The difrerence between simple averaging and the log-
arithmic average of (4.11) was further demonstrated with a numerical
example in section 4.3. It is clear, then, that composite costs must
replace averages in the calculations.

However, in section 4.3 a particular way of representing and cal-
culating decision chains was presented. It was argued that, in order to
apply composite costs, the calculation sequence should first follow the
decision chain backwards, aggregating composite costs by successive
applications of equation (4.11), and then reverse the flow forwards to
estimate probabilities. Furthermore, in section 4.4, when variable costs
and elasticities were introduced, the calculation sequence became itera-
tive.

Such is the case in the land use and transport integration. The process

can be viewed as a decision chain, as shown in figure 7.2. At the land
use level, activities decide where to locate, as a function, among other
variables, of the cost of interaction. In other words, the X,i" is a function
ofcfi, the generalised cost oftravel for activity n (note that it refers only
to n, the 'moving' activity). &i'can be aggregated to X,i to represent
potential travel demand; i[this demand is assumed to be elastic. then the
actual number of trips, ?,i, is again a function of the generalised cost of
travel cii.

Modal split, then, can be viewed as a mode choice, thus representing
a second link in the decision chain. T,i is transformed into f;r, the

Network asignment
mod€l
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number of trips by activity n from i to j by mode k, and will be a function
of the generalised cost of travel by mode, cijr. Finally, T,it must be
transformed into T,ike, the number of trips by activity n from i to j by
mode k and route p, as a function of the cost of the corresponding route,
c',]b . Hence, assignment can be viewed as a problem of route choice.

Following the conclusions of section 4.4, the resulting calculation
sequence now becomes:

(a) Start from the last link along the chain, calculating the cost of
travel at a route level.

(b) Aggregate costs from route level (crlko) to mode level (cijk) and to an
origin-destination level (cl), which shall be called here the
generalised composite cost of travel.

(c) Perform the activity location calculations as a function of
generalised composite travel costs.

(d) Estimate the number of nips with an elastic trip generation model.
(e) Calculate modal split probabilities as a function of the composite

costs by mode.
(0 Calculate the assignment probabilities as a function of the travel

cost at a route level.
(g) Compare demand with supply, in this case, the number of trips

assigned to each route with the capacity of the route, and adjust
travel times accordingly.

Step (g) is called capcity restriction, the process in which travel times
are adjusted according to the demand over capacity ratio in each link
of the transport network. The resulting increased havel times due to
congestion brings the calculation sequence back to step (a), starting a
fresh iteration.

The explicit dynamic structure must be kept in mind. In this case, a
time lag must be inserted between the location/interaction of activities
and the transport chain. Because in the resulting scheme the destina-
tion choice has been integrated with the location choice, it is now
possible to denominate such a model as integrated rather than linked.

What remains to be discussed are the details of how each of the
transport-related calculations can be perforrred. In the following
sections, each step is presented in turn. Because of the strong integra-
tion between them, the particular sequence in which they should be
discussed is not of great importance. The presentation will begin by
covering the issue of network analysis, which lies at the heart of the
representation of [ansport systems. Next, the problem of travel cost is
presented, together with that of capacity reshiction. This is followed by
modal split, and finally route assignment.

7.3 Network analysis for transportation systems

There are many systems that require networks for their representation.
Such is the case in electric circuits, water supplies, telephone networks,
and so on. Networks are also used to represent the activity sequence in
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productive processes, an area well covered in operational research. This
has resulted in the development of a whole area of mathematics: graph
theory. Transportation analysis has drawn heavily upon graph theory,
and many of the techniques are direct applications from other areas of
research. This, as will be pointed out, can lead to some confusions,
because a transport system has many peculiarities, hence the need to
develop techniques of its own.

In very general terms, a transport network is defined as a directed
graph, that is, a set of nodes connected by directional links, such as the
one shown in figure 7.3. In its most simple conception, a transport
network represents the physical infrastructure, where links represent
roads and nodes represent intersections. This definition can be made
more complex with the inclusion of terminal points, such as railway or
metro stations, airports, deposits, and so on. Links do not always have
to be physical links, since they can represent air or water routes as well.
Also transport systems, like a bus system or a metro system, require
specific representations, so that links and nodes finally become entities
defined by many characteristics.

In an integrated land use and transport model, nodes not only re-
present critical points in the network where users can travel from one
link to another, but they can also represent points where trip ends
occur. These special nodes are called. centroids, and must coincide with
the definition of zones in the activity system.

A further complication in the definition of a network is that three
main social entities must be distinguished: users, operators and ad-
ministrators. Users represent demand, and can be people or com-
modities. Users will perceive a cost from each trip they make, which will
be a function of a number of variables such as out-of-pocket costs, travel
time, parking, and so on. Operators represent individuals or firms that
provide a transport service, such as bus companies, freight trains,
airlines and so on. Operators charge users a fare and pay operating
costs. Administrators are the entities in charge of the maintenance of
the infrastructure, a role generally fulfilled by the government or con-
cessionaires. Administrators have to pay for maintenance costs and can
charge tolls, or parking fees, or storage charges. There are some peculiar
cases, such as the case of automobiles which are operated by the users
themselves, and railways where the same institution operates the
service and maintains the infrastructure.

There are also some important concepts related to traffic flow that
must be taken into consideration in the definition of the transport
network. These concepts are volume of flow, density, capacity of a link
and speed. Figure 7.4 shows how these concepts relate to each other.
Figure 7.4(a) relates volume to density; at zero density, flow will be zero
as well as at maximum (jam) density; at some intermediate point,
volume will be maximum. The maximum is generally referred to as the
capacity of a link. Mean speed is norrrally defined as flow over density,
i.e. the slope of OA, OB, and OC. OC is the mean free speed, equivalent
to the speed of vehicles when the road is relatively empty. As the density
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increases firom zero to the maximum, mean speed decreases from the
mean lbee speed to zero.

Figure 7.a0) is a direct consequence of 7.4(a).If the volume of flow
is zero, speed will be maxinum, equal to the mean free speed. As speed

increases, a larger volume of traffic crosses the link, until a maximum
is reached from where speed decreases gradually. Similarly, as the
density of traffic increases, speed will decrease also, as in figure 7.4(c),
until the jam density is reached, where speed will be zero.

Figure 7.4(d) shows the sihration in a particular link of given capacity
and mean lbee speed. As more haffic enters the link, the volume/capac-
ity (VIC) increases until it reaches a maximum of 1.0, that is, when
volume equals capacity. The time vehicles take to cross the link in-
creases as the V lC relationship increases, from a minimum determined
by the mean free speed. The particular shape of the curve is a matter of
empirical testing, and will be discussed in a later section.

As can be seen, the definition of a transport network can be a
complicated process involving many issues. Most of the characteristics
of the transport network are described inthe network code, a list of links
with their description stored in a computer file. A large variety of
lormats in which a network can be coded for analytical purposes can be
devised, and a convenient one is to include the following items: origin
and destination nodes, length of the link, link type, capacity of the link,
and capacity of each transport operator that uses the link. The link type
code, in turn, can refer to a number of generic characteristics, such as

mean free speed by operator, adminishator, maintenance costs, operat-
ing costs, possible tolls or other charges, and so on.
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7.3.1 Path buihling

Once the transport network has been properly represented in the code,
one of the first processes that must be carried out is the connection of
origin to destination centroids, through a path-building algorithm.
Path-building algorithms are strongly related to assignment algorithms,
but this issue will be covered in a later section. There are two possible

types of such algorithms: single and multiple path search.In transporta-
tion analysis the single-path algorithm is always related to the problem
of finding the path with the least cost to connect an origin to a destina-
tion centroid, while the multi-path search looks at the first n-paths.

The minimum path problem can be stated as follows. Given a trans-
port network, find the route with the least transport cost from a given
origin to a given destination node. This problem has been very well
covered in the literature. Most algorithms are based on a method first
developed by Dijksha (1959). Moore (1963) adapted the method to the
hansportation problem. The method proceeds in the following stages:

(a) Label all nodes with a very large cost.
(b) Label the destination node with a cost of zero.
(c) Examine all nodes connected to the destination node (candidates)

and set cost labels to the actual travel cost from each node to the
destination node.

(d) Examine, in turn, nodes connected to the candidates, Iabelling
them with accumulated costs; if it is found that a node has already
been labelled, choose the smallest and re-label.

This process is continued until all nodes have been labelled. Computa-
tionally, the method is very attractive, because it ends with a single
vector of minimum costs from every node to the destination node. A
second vector can be calculated along the way, called the back-node

vector, containing the immediately preceding node number towards the
destination; this is the most economical possible way of describing
minimum paths from all nodes to a given destination. This algorithm
has been improved by several authors, such as Murchland (1969) and
Stoneman (7972). To minimise costly searches through the network
code, Shortreed and Wilson (1968) proposed a method which used the
well-known heap-sort algorithm for the selection of candidate nodes.
This method has the rather satisfying property of processing each node
only once, thus cutting computation times substantially. In de la Barra
and Perez (1986) it is shown that further efficiency can be gained if the
candidates are the links themselves, identified by their sequence number
in the network code, rather than by their origin and destination node
numbers. In this way back-nodes become backJinks.

7,3.2 Estimation ol travel costs

The above algorithm implies the evaluation of the cost of travel along
each link of the network. Perceived travel costs, as mentioned, must
include several elements. Firstly, there is the out-of-pocket expense or
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fare that operators charge to users. Then there is travel time, which
must be multiplied by the value of travel time, waiting time which must
be multiplied by the value of waiting time, and terminal costs, such as
parking, airport taxes, storing and loading charges and so on. Since
these are all user-dependent costs, the result is a variable cllb'represent-
ing the cost of travel to user type n from i to j by mode k and link I of
path p. The total accumulated cost along a path can be obtained by
adding over all links that form part of it, that is:

cih : L,f', vI e P (7.r)

The value of time of each user type is a subjective concept and one of
the most debatable topics in transport analysis. Essentially, its value
must be obtained through calibration against real data. In the case of
people, the value of time is generally assumed to be a function of
income, but no such relationship can be established for other types of
users, such as commodities. The fact that diflerent users have difrerent
values of time, together with the fact that they also have access to
different modes (e.g. commodities cannot travel by bus), results in the
selection of diflerent paths for each user type.

7.j.3 Representntion ol public transport

In the case of public transport, path search must include the possibility
of transfers from one operator to another. In de la Barra and Perez
(1985) this is solved by multiplying the dimensions of the search. In step
(c) of the minimum path algorithm, candidate nodes were defined as
links connected to the destination centroid; in this case a candidate is
a combination of links and operators, and each combination will imply
a cost. Furthennore, if along a path there is a change of operator, a
transfer cost and waiting time must be added. In order 0o keep track o[
the sequence of operators that constitute a path, the dimensions of the
[6s[Jink vector must be expanded also, becoming back-operator as
well.

7.i.4 Turn prohibitions

The algorithm, so far, assumes that users or operators can move freely
from one link to another if they are connected. However, it is very
common, particularly in urban areas, that tum prohibitions restrict
some movements. For example, in the network of figure 7.3, all left
turns could be prohibited along the main avenue, a common practice in
fafrc management to ease the flow of vehicles in central areas (right
turns in Britain). This will aflect intersections 2 and 3. Turns such as
l-2-5 or 4-3-8 are no longer allowed, which means that in order to
reach 5 from I there are only two possible paths:

l-2-3-8-7-2-S and l-2-7-8-3-6-5.
The minimum path algorithm explained so far cannot represent the
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first of these paths, because it implies the repetition of node 2. Nodes are
never repeated because they are processed only once. On the other
hand, if they were allowed, not only the path described above would
become possible, but all sorts of absurd loops.

Therefore, the standard method of representing turn prohibitions is
through the expansion of nodes. Each node representing a sheet inter-
section where turn prohibitions occur is divided into several nodes with
virtual or fictitious links connecting them. Figure 7.5 shows the
minimum expansion of nodes that is required to represent left-turn
prohibitions at intersections 2 and 3. For example, node 2 has been
divided into nodes 2a, 2b, . . ., 2h. Note that even if prohibitions only
occur at intersections 2 and 3, it is necessary to expand all intersections.
If, say, intersection 7 was kept as a single node, the algorithm would
find that the shortest path from 1 to 5 was 1b-2b-2h-7-2g-2d-5,
which would be wrong.

This way of representing turn prohibitions has a number of problems,
which can be summarised as follows:

o The design of the expanded network is a difficult and time-
consuming process, requring in some cases considerable skill on
the part of the analyst.

o The addition of virtual nodes and linl<s can increase the total
dimension of the graph substantially.

o The method is error prone because the virtual nodes and links can
be used by the algorithm in unexpected ways (as in the example
above).

o Even if the analyst wishes to expand those intersections where
turn prohibitions occur, he is forced to expand neighbouring
intersections as well in a domino fashion.

o The results of the model contain a large amount of unnecessary
inlormation (virtual links).

The real problem is that the transport network is not transformed into
a graph in the most convenient way. The approach adopted so far,
where street segments are represented as the edges (links) of the graph
and street intersections as the vertices (nodes) ofthe graph, can be called
the intersection-based representation In de la Barra and Perez (1986) a
different approach is pursued, called the reverse graph representntion.

Figure 7,6 shows the way in which the same simple network should
be coded in the proposed method, including the left-turn prohibitions at
intersections 2 and 3. In the code itself, each street segment is represen-
ted in the traditional way: intersections are numbered, and each street
segment is described by its origin and destination intersections, except
that now turn prohibitions are specified for each link. For example,
street segment 1 goes from intersections 1 to 2, but cannot turn towards
5. As can be seen, the number of links and nodes in the network code
remains the same as in figure 7.3 where no turn prohibitions were
indicated. Prohibitions, however, are indicated in a simple way, and no
virtual links or nodes are required.
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When the network code is entered to the path-building algorithm, the
reverse graph representation of the network is built, where now the

street segments become the vertices of the graph, and its edges (links)

represent their connectivity. The resulting reverse graph is also shown
in figure 7.6.

Each edge in the internal reverse graph represents an acceptable

connection to a source street segment. An acceptable connection is
defined as another connected street segment whose destination node is

not included in the list of prohibitions. The rest of the algorithm remains
largely unchanged. Ifsteps (a) to (d) are applied to the reverse graph to
determine the minimum path between I and 5, the resulting path will
be 1-3-13-18-8-5 in figure 7.6. It is evident that the algorithm will
have no problems in finding such a path, because no vertices are

repeated. The algorithm can easily translate its internal representation

back to user-defined street intersections. To the user, in fact, the above

path becomes, in terms of street intersections, I-2-3-8-7-2-5 where
node 2 is repeated. A loop, however, cannot occur, because it would
imply the repetition of a vertex in the internal representation.

In the case of public transport, turn prohibitions will apply to vehicles

but not necessarily to passengers, because they can transfer from one

vehicle to another. The algorithm must allow for this circumstance, but
add transfer costs and waiting times if the instance occurs.

7.3.5 Multi-path search

A path seafch algorithm must be viewed as an analytical way of
determining the options available to users. From this point of view, it is
quite clear that users will not consider a single option to travel from an
origin to a destination, but rather several options. This implies that the
path-building algorithm should determine the first n paths instead of
just the least cost one, where n is a given parameter.

The way to modify the algorithm to include multi-path search is,

again, a matter of adding another dimension to the cost vector and to
the back-node and back-operator vectors. Instead of one cost label
where the minimum cost of travel to a particular destination is recorded,
n labels are required. Also n back-node registers are required, because

the sequence of nodes in each path is different. Similarly, n back-opera-
tor labels are required. Apart from the increase in the number of
dimensions, the rest of the algorithm remains the same.

7.4 Capacity restriction

The calculation of travel cost along a path was described in the previous

section as an intrinsic component in the determination of which paths

are considered by users as their travel options. The cost perceived by
users at a path level, it was mentioned, has a number of components-
among others, travel time and waiting time. In the first iteration of the
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Volume/capacity 1.0

Flgare 7.7 . Reductlon of speed in difrerent types of links as the volume of flow increases

model, it must be assumed that the network is empty, and hence havel
time is determined by lhee flow speeds along each path.

Once free llow perceived costs have been estimated, the transport
model will calculate demand, separate it by modes and finally assign it
to paths. At this point demand must be confronted with transport
supply available in each link along paths, increasing travel time accor-
dingly. The way in which travel time increases depends on a number of
factors, mainly the characteristics of the link itself and of the operator.

Figure 7.7(a) shows the effect of difrerent road types on the reduction
of speed as the volume of traffic nears capacity. Speed along a multi-lane
motorway will remain almost constant as traffic increases, reducing
speeds only near the VIC : 1.0 limit. A singleJane road, because of
higher vehicle interference, will reduce speed more quickly. Vehicles
along a metro line will not reduce speed, because the number of vehicles
is fixed.

In the case of public transport, whether of people or commodities,
two kinds of reductions must be taken into consideration: vehicle reduc-
tiop and user reduction. Vehicle speed reduction follows the same rules
explained above, but passengers of public transport systems or com-
modities on cargo systems have waiting times that can increase as the
demand for such systems nears capacity. This is shown in figure 7.7(b).

7.5 Trip generation

In section 7.2, when describing the integrated land use and hansport
model, the trip generation model was one of the two fundamental
interfaces between the activity system and the transport system,
together with generalised composite cost. The ideal trip generation
model, it was argued, is a function that transforms the functional flows

Volume/capacity t.0

(b)

Average
waiting time
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from the activity model into actual trips, taking into consideration the

generalised cost of travel. In other words, it must be treated as an elastic

demand function, such as the one shown in figure 7.8.

As can be seen, the demand function for transport is similar to the

demand function for floorspace in figure 6.3, so that there is no reason

to adopt a form different to equation (6'2) which in this case becomes:

Ti : x;[a" + b'exP(-P'ci,)\ (7.27

where Tul is the total number of trips generated from i to j by socio-

economic category n, and Xii are the functional flows produced by the

activity model. Parameter a' is the minimum number of trips activity n

must perform, and dn + bn is the maximum' The number of trips decays

from an * b' to an exponentially, with a slope regulated by p", as the
generalised composite cost of travel, ciJ, increases.

Elasticity in travel demand prediction is of paramount importance.

Any new transport facility introduced to the system, with few excep-

tions, will inilucenew trips. For example, traffic counts carried out before

and after the introduction of a thirteen kilometre metro line in Caracas

showed an increase oI 160% during peak hour in a particular corridor'
The opposite case is also frequent: many times planners observe the
growth of traffic on a particular road, project it and conclude that in,

say, twenty years' time the capacity of that road must increase three

times to cope with demand; such a catastrophe might never take place,

because the small capacity of the road inhibits trip generation' Another
good example was the completion of the M25 motorway in londbn;
planners had argued that this road would divert traffic from the central

areas and that it would take many years for demand to reach capacity;

surprisingly, it only took fifteen days, and the central area has shown
no signs of improvement. Planners' misjudgement became a popular

issue in the Iocal press. If only they had had an elastic trip generation

model such as equation (7.2)l
But in spite of the important lmplications of elasticity in hip genera-

tion, it is surprising that very few transport models are able to estimate

it. To the author's knowledge, the only exception is Echenique, Geraldes

and Williams (7977\, where elastic trip generation rates are solved in

Composite cost of transport, cf
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the activity model: households equilibratc an Alonso type budget
equation with the classic three elements: land, transport, and all other
goods and services. From here, the amount of money a household is
willing to spend on transport is calculated. and the information is
translerred to the transport model, where money is converted into trips.
This solution is indeed an elegant one, but difficult to calibrate in
practice with available data. The other problem is that trip generation
varies not only with income and location. but also depends on the hours
of the day. For instance,Ior 24 hour trips. revealed elasticities are
generally lower than for peak hour trips. In the example of Caracas,
many of the new trips were performed at off-peak hours before the
introduction of the metro. Also, in the case of commodities, there is no
budget constraint equation.

7.6 Modal split

In transport modelling in general, a wide variety of theories. algorithms
and analytical tools are used to solve otherwise similar problems.
Modal split is, however, an area where most of the research coincides
in that the multinomial logit model is the most appropriate. In this and
previous chapters it has been argued that it is not only appropriate for
the representation of the modal split phenomenon, but for the re-
presentation of all choice situations, from the location of activities to
route assignment. In fact, the modal split case has been used in previous
chapters as an example of a typical choice situation.

The general random utility based model of equation (4.10) is directly
applicable to the modal split problem, which in this case adopts the
form:

,r,rr - Tn exP(f'cik )Ti' : T'iffi' Vk e K" (7.3)

The expression V k e Kn denotes summation over all modes k belonging
to the set Kn of modes available to category n. In the case of com-
modities, K" is restricted to cargo modes, such as lorries or freight trains.
In the case ofpassengers, however, it raises the problem ofcar availabil-
ity, a subject well covered in Supernak (1983). Each passenger category
will have a particular car availability rate; those with no car available
will be assigned directly to public transport modes, while those with a
car available will be subject to modal split.

Car availability, as argued by Supernak (1983), is a better concept
than the traditional car-ownership. It is very common that people do
not own a car, but still have one available, as in the case of company
cars. [t is also often the case that there is one car in the family, which
is used by one of the members, leaving the rest of the members without
a car available, and there are many cases where there is more than one
car in the family.

Many authors point out that the modal split model of equation (7.3)
can lead to errors because of attribute correlation among options. The
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classical example is the well-known 'red-bus-blue-bus' conundrum
(Mayberry, l97Dl, which can be explained as follows. Consider a simple
case where there are two modes available to travel between a particular
origin and destination: k : 1, car; k - 2, bus. For simplicity, assume
that both modes have equal costs and times, so that they are indiflerent
to users. In this case, equation (7.3) will result in an equal number of
trips in each mode, which in terms of probabilities is P""' : Pb* : l.
If now the bus mode is divided into two sub-modes by merely painting
them red or blue, modal split will now take place between three modes:
k : 1, car; k : 2, blue bus; k : 3, red bus. Since users still perceive
the same cost from the three alternatives, probabilities will now become
Dcar-pblue_ored_ra - t.

This is obviously a fallacy, because colour should produce no effect oh
the results. The solution proposed by Williams (7977a, b) is to arran$e
the modal split equation in a hierarchical fashion, because users will
consider both types of buses as very close options. In this case, the
probability of choosing a blue bus will be equal to the probability of
choosing buses of any colour over cars, multiplied by the probability of
choosing blue buses over any colour, that is: i x i : |, which is the
correct answer.

The solution given in section 7.3 is equivalent to Williams'because
difrerent types of buses were considered as public hansport operators
within a single public transport mode. In this case, the second hierarchi-
cal level has been built into the path search algorithm.

7.7 Routnassignment

Trip assignment is the process by which trip matrices by mode and user
type, ?,it, are transfonned inbo the number of trips that use each link of
the transportation network, Tnt. To perform this task, there is a wide
variety of methods. Wardrop (f 952) identifies two criteria on which the
various assignment methods can be based:

(a) The first criterion uses the concept of. average travel time, and,

assumes that users act selfishly, considering only their individual
travel times in making the route choice decision.

(b) The second criterion is based on the concept of marginal travel time,

and assumes that users are aware of the way their individual
route choice influences the overall travel time of the system.

Average and marginal times are represented in figure 7.9. Average
travel time represents the time actually experienced by individual users,

and will tend to increase as the volume of trafrc along a link increase$.

Marginal travel time represents the increase in the aggregate travel time
when one new user enters the haffic stream.

If the first principle is assumed to prevail, then the method can be

called a user-optimiseil assignment. If, on the other hand, Wardrop's
second criterion prevails, the method can be called a system-optimiseil
assignment. This second type of assignment will lead to a lower total
cost, but it will be less realistic. Reality probably lies somewhere between
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the two criteria; it can be argued that a random utility based assignment
model produces results which are also halfway between user and system
optimisation. It is sometimes proposed that both methods should be
used: first use the system-optimised method, and then devise policies to
hfluence user-optimised behaviour to bring it close to the system-opti-
mised pattern.

The different asignment techniques that are available in the literature
have evolved from the most simple to more elaborate techniques, as
both computer hardware and algorithms have been developed. In the
following sections, the main methods are briefly reviewed.

7.7,7 Single-path assignment

This is the most simple and cost-effective solution. The method proceeds
by identifying the least cost route from given origin and destination
pairs, and assigns the total number of trips to that route, on an all-or-
nothing basis. The method clearly falls into wardrop's first criteria. It is
easy to imagine that if this method is applied to a dense network, the
results will be unreal, because traffic will be assigned only to those links
that lie within at least one minimum path; it will also overload links that
happen to lie within many minimum paths. For these reasons, this
method is hardly ever used today.

7,7.2 Incremental assignment

Incremental assigment represents an attempt to solve some of the
deficiencies of the single-path assignment method, by introducing a
capacity restriction procedure. It also falls within Wardrop's first
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criterion. The method calculates assignment in an iterative way. In the
first iteration, free flow speed times are calculated and used as a basis for
minimum path search. A small proportion, say 30o/o, of the trip matrices
are then assigned to the minimum path on an all-or-nothing basis.
Travel times are then re-estimated with a capacity restriction function,
and a new set of minimum paths is searched for. In a second iteration,
another, even smaller, proportion of the trips are assigned to the new
paths, say 20016. Subsequent iterations are performed, until lO0% of the
trips have been assigned.

This method, included in many standard transportation computer
packages, such as the m rs package (uura, 1977), has the advantage
of combining capacity restriction with the operational efficiency of
single-path assignment. It retains, however, some of the problems of its
predecessor and adds some of its own. The first problem is that the
method has no heuristical basis, because in reality transport users do
not behave in an incremental way. The increments are mere pre-
defined guesses with no theoretical basis, The second problem is that, if
the network is not highly congested, such as a medium-size town or a
regional system, it may well be that assignments with the incremental
algorithm are indistinguishable from those obtained with the single-
path assignment, because the set of minimum paths could be the same
in all iterations. From a theoretical point of view, the method assumes
that users will always want to travel along the minimum path, and only
divert from it if forced by congestion. In chapter 4, when discussing
random utility theory, it was shown that users disperse around the
minimum path, mainly because of the aggregation process involved..In
fact, incremental assignment tends to produce unreal results, with
many links unloaded because they never managed to be included in any
particular minimum path.

7.7.3 Equilibrium assignment

This method is based on the principle that users choose between alter-
native routes in such a way that, in equilibrium, no individual user will
be able to improve its utility by switching to another route. Hence,
Wardrop's first principle is at the very heart of the method. Equilibrium
is achieved when all users are in their individual minimum cost paths,
or, in other words, when travel time is equal in all paths connecting an
origin-destination pair. The method is well described in Kanafani
(1e83).

Assume, for simplicity, that there are two possible paths connecting
an origin i to a destination j. For each one of these routes, capacity
restriction imposes an increasing cost or time as a larger number of
users decide to join that path. Figure 7.10 shows the way in which the
two cost lunctions grow as the number of users increase; the two cost
functions have been arranged so that one is plotted from left to rig'ht and
the other from right to left, and the horizontal axis has been arranged
such that it matches the total number of trips to be assigned, T,i. These
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No, of trips
on path 1 ------>

No, of trips+ onpath2

two lunctions will cross at point E where the perceived cost of the two
paths is equal. At any other point different to E, a certain number of
users would benefit by switching from one road to the other. The
problem can be formulated in mathematical programming 0erms by
establishing as an objective function the minimisation of the area under
the cost curves (shaded area in the diagram).

Ie Blanc, Morlok and Pierskalla (1975) developed an algorithm that
can solve the equilibri'm assignment problem for large networks effi-
ciently. The method proceeds iteratively in the following steps:

(a) Assume an initial dishibution of trips to paths on each link of the
network and compute the corresponding costs.

(b) With these costs, find the minimum path.
(c) Assign all trips to the set of minimum paths.
(d) Calculate a weighted average between the initial assignment in (a)

and the one obtained in (c); weights are obtained heuristically so

as to minimise the area under the objective function.

Calculation goes back to step (a) where the initial estimate is replaced
by the resulting assignments of step (c). The algorithm has been shown
to converge efficiently, as long as the cost functions are convex.

Equilibrium assignment is available in many computer packages,

such as the ur rs (uura, 1977). This algorithm can be criticised from
two main points of view. From a theoretical point of view, it assumes
user average cost optimisation, which has been shown to be unreal. As
a result, if the network is not heavily loaded, the algorithm will tend to
overestimate flow along main roads and underestimate minor ones, a
behaviour similar to the incremental assignment algorithm. From a
practical point of view, as discussed in section 7.3, cost functions are not
always convex.

Figure 7.10. Cost functions
in the equilibrtum assign-
ment algorithm
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7.7.4 Probabilistic route choice

The main assumption of this method is that traffic will not always flow
along the minimum cost route, but will spread across alternative routes
instead. One of the first pioneering efforts in this direction is due to
Mclaughlin (1966), who proposed a multi-path assignment algorithm
with capacity restriction based on path enumeration. In general terms, it
does not load traffic to the minimum path only, but to the N-shortest
paths instead. Calculations proceed in the following steps:

(a) Compute all paths between each origin-destination pair that have
costs less than a specified multiple, p, of the least cost path
(P > 1).

(b) For each origin{estination pair, construct a sub-graph in which
each link represents one of the candidate paths.

(c) Use linear graph theory to determine the flows on each link of the
sub-graph. Each alternative path will receive flow inversely
proportional to its impedance.

(d) Apply capacity restriction to each link to determine restricted flow
speeds and go back to step (a) unless convergency has been
achieved.

As can be seen, this early attempt of developing a multi-path proba-
bilistic assignment method is very much along the lines proposed in
section 7.3. The algorithm, however, found many operative problems,
which were probably due to the fact that at the time of its development
technology could not cope well with its computing and storage require-
ments, and that efficient multi-path search algorithms were not yet
available.

Dial (1971) came to the rescue with a paper suggestively titled 'A
probabilistic multi-path traffic assignment model that obviates path
enumeration'. The method was proposed as a way of dealing with large
networks economically, and is currently available in standard packages,
such as ur rs (uure, 1977).

The method proceeds as follows. Consider the example of figure
7.11(a) where, say, 100 trip-makers intend to travel from centroid I to
centroid 2. In the network there are also nodes 3 to 9. Assume that a
minimum path algorithm has been used to calculate minimum travel
costs from every node to destination node 2. Contrary to the minimum
path algorithm explained in section 7.3 above, the assignment
algorithm will proceed from the origin towards the destination.

kt c(n,21 be the minimum cost of travel from a node n to the
destination node 2. The algorithm begins by selecting possible candidate
nodes from the origin. All nodes connected to origin I are potential
candidates, but the following condition is imposed for a candidate to be
accepted:

c(n,2) ( c(i,2), (7.+1

where n is the candidate and i the origin. Condition (7.41 can be called
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the approaching condition, because it states that node n is an acceptable
candidate if it brings the trip-maker closer to its destination. In the
example of figure 7,11(a), there are three candidates from origin 1: 4,
5 and 6. Node 3 is not acceptable because the cost of travelling from 3
to 2 is 3,5, whereas the cost of travelling from 1 to 2 is 2.5.

Once the candidates have been determined, traffic is assigned proba-
bilistically to them, labelling each node with the resulting trips, For the
sake of the argument, the exact form of the probability function is
irrelevant, the obvious choice being a multinomial logit model, but for
simplicity and to allow the reader to check the results, the simplest
possible form has been adopted. Table 7.1 shows the resulting costs,
probabilities and assignments.

Each of the candidates is then taken as the origin. For example, node
5 with a label of 33 is now the origin. From node 5, two candidates can
be accepted: 6 and 7. Similar calculations are performed until all trips
reach destination node 2. Program UAL can be used to experiment with
the algorithm.

The main attraction of the method is its computational efficiency, in
spite of the fact that it performs multi-path probabilistic assignmenh
hence its popularity. It has, however, some important deficiencies, the
main one being the symmetry of the resulting assignments. To under-
stand this problem, consider the opposite case to the one described
above, that is, 100 trips havelling lrom node 2 to node 1, assuming that
all links have exactly the same characteristics in both directions. The
procedure described above is used to estimate the assignments; the
results are shown in figure 7.1f0). When figures 7.f 1(a) and 7.11(b)
are compared, it is irrmediately apparent that the resulting assignmbnts
are dramatically diflerent; only two links show the same results (1-4
and 9-8), two links show zero flow in case (a) (1-3 and 3-4), and the
rest of the links show asymmetries from -77.8o/oto 366.70/o.

From the above results, it is clear that there is a fundamental limita-
tion to the algorithm. There is no reason to assume that trip-makers will
choose difrerent paths when travelling in opposite directions, given a
perfectly symmetrical network. The only acceptable sources of asym-
metry are asymmefric fip matrices to be assigned and/or asymmetric
linls in the network. It is easy to demonstrate that such asymmetries do
not exist in reality. The conclusion is that the strong asymmetries

Table 7.1.

Node Probabilities Assignment

4
5

6

c(4,2)+c(r.4):3.5
cls,2l+c(r,s):3.o
c(6,21+c(1,6) :2.5

+ 3.0-t + 2.5-' : 1.019

3.5-rll.Ol9 : 0,28
3.0-r/1.019:0.33
2.5-tl1.019:0.39

xl00:28
xlO0:33
xlO0:39

Total : 1003.5-l
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shown in figure 7.11 result from the logic of the algorithm, not from any
behavioural considerations.

In de la Barra and Perez (1986), it is shown that the main source of
asymmetry in Dial's algorithm is the approaching condition (7.4),
because it is not independent of the topology of the network, and that
unfortunately the condition cannot be removed. It is also shown that an
algorithm based on path enumeration similar to Mclaughlin's (1966)
with the improved path search methodology described in section 7.3
above can be both efficient and have perfectly symmetrical properties.
The final form of the proposed algorithm is:

(a) Compute the first n-paths connecting each origin-destination
pair, mode and user type, storing back-nodes and back-operators.

(b) Assign trips to paths with a multinomial logit model of the form:

rynko - rynk exP(- P'q,ro)Lit. ''t ffi-_gtf.) (7.s)

(c) Once all link loads have been calculated, perform capacity restric-
tion to calculate the resulting restricted flow speeds.

(d) Finish if convergence has been achieved: otherwise go back to step
(a).

The proposed algorithm meets some important requirements. Apart
from its symmetrical properties, it can be applied to commodities or
personal trips, and in the latter case, it can deal with automobile and
public transport alike, adequately representing translers between
operators, waiting times, prohibited turns and other factors. It is,
however, subject to the general criticism against multinomial logit
based models related to attribute correlation.

Attribute correlation in assignment models can be explained by yet
another example, similar to the 'red bus-blue bus' conundrum, this
time called the 'hole on the road' problem, described in figure 7.12.
In figure 7.I2(a), node i is connected to node I by two alternative paths
(p : 1,2) which, for simplicity, will be assumed to have equal costs. In
this case, the assignment model of equation (7.5) will determine that
tripmakers will be indifferent as to which of the two they should

p =2,3

Figure 7.I 2. Example of the 'hole on the road' to explain attribute correlation problems
in the assignment model



l4O The transportation system

choose. Probabilities in each path will be equal, so that if T is the total
volume of traffic from i to j, then each path will carry Tl2. One day, a
big hole opens in one of the paths, and the King orders the construction
of two diversions to avoid it, creating a new situation described in figure
7.12b, and asks his transportation planner to predict traffic distribution.
The planner correctly assumed that the diversions would add a neglig-
ible cost, and his path search algorithm found that there would be three
paths ( p : 1,2,31 of equal costs connecting i to j. His head was cut ofr
when he applied equation (7.5) to estimate future traffic and found that
each path would carry Tl3, and that the problematic road would carry
more trafftc than before Qf B\

The problem is that paths 2 and 3 are highly correlated, and hence
they are considered as a single option by users. To be consistent with
discrete choice theory, the multinomial logit based assignment model
should be arranged in a hierarchical fashion. The network would have
to be coded explicitly recognising an aggregate level and a disaggregate
level. In the first hierarchical level, there would be only two paths,
whether or not the diversion had been built. In both cases, probabilities
in each path would beT12. At a second hierarchical level, path 2 would
have two sub-paths, and each sub-path would have a probability of
Tl2 x Il2 : 114. A hierarchical assignment model would have saved
the planner's life.

This is another example showing that the problem of attribute cor-
relation can be solved through the hierarchical structuring of models.
In the case of fraffic assignment, though, this solution is still difficult to
achieve in practice, since efficient algorithms are not yet available, and
remains as an area of research and development of great potential. For
the time being, the analyst must be careful when coding the network to
avoid problems of this kind.

7.8 Composite costs and consumers' surplus

The last point that remains to be seen is the exact form in which
composite costs of travel must be aggregated. It is mainly a matter of
applying equation (4.1 1 ) to each link in the decision chain, as explained
in section 7.2 when describing the general structure of the integrated
land use and transport model.

The rule is that composite costs must be computed following the
decision chain fxslfl^/ards. In this case, calculation must begin with
travel cost at path level, then at mode level, and finally the composite
cost of travel for each origin-destination pair and user type. The calcula-
tion of costs at path level has already been explained in section 7.3,
generating a set of cijt' matrices. These costs must now be aggregated
with respect to paths, to obtain the composite cost of travel from an
origin i to a destination j by mode k, over all possible paths, cjit:

,ii : i" [f exp(- p'c;*\f (7.6)
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where p" represents the assignment parameter in equation (7.5). The
resulting cjir values are then used by the modal split model of equation
(7.3). The next step is to aggregate these costs over all modes. to obtain
the generalised composite cost of travel between zones by user type, Cj,

based on the results o[ (7.61:

t"" : (7.7)

where now p" is the modal split parameter of equation (7.3). The
resulting C,j values are then used by the trip generation model of
equation (7.2), and by the activity allocation model of chapter 5. They
will also serve as a general accessibility indicator for each user type.

At this point the user benefit or consumer's surplus indicator of
equation (4.L2) can be introduced. There could be one indicator per
choice, i.e. route choice and mode choice. However, since dit is trans-
ferred from equation (7.6).to equation (7 .7), only consumers' surplus at
the mode choice level must be evaluated to avoid double counting. and
in this case it would be:

p"l 
t [t- e*p1-f"cii*)]

as;; : - ir" (7,8)

where 2 denotes the scenario being evaluated and 1 the base case

scenario against which 2 is being compared. Note that Tljt has been

included in the formulation to account for the difference in the number
of trips in each scenario due to elastic trip generation. The set of
indicators (7.8), which represent the difference in utility per trip made,
must be aggregated to obtain a system-wide single value.

7.9 Conclusions

In this chapter, the main elements of the transport system and its
integrated modelling to the activity system have been described. The
subject is very extensive and the related literature is abundant, so that
the contents of this chapter have been limited mostly to the description
of the proposed models. The first two sections were devoted to the
relationship between the activity and the transport systems, explaining
how a linked structure can be transformed into a proper integrated
s[ucture, where activity and transport variables depend on each other.
On the one hand, it has been argued that the transport system cannot
be represented properly without the integration to the activity system,
particularly if long-term predictions are pursued. On the other hand, if
the detailed representation of the regional economy of a country or the
location of activities in a city is to be useful, then it is necessary to
include an equally detailed representation of the transport system.

The third section was devoted to network analysis, and to the
problem of path search in particular. Transport networks are represen-
ted as directed graphs in the majority of transport models, and in this

[Lr,i- exp(f'4i,)@l
L[ry",,pIF@OJ
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section it was demonstrated that the intersection based representation
is not the most appropriate. An alternative link based representation
was proposed that can solve many problems, particularly turn prohibi-
tions, and be more efficient at the same time. It was also emphasised that
the path search problem must not be kept separate from the fip assign-
ment algorithm.

The remaining sections were devoted to other key elements in the
representation oftransport, such as capacity restriction, trip generation,
modal split, route assignment and the aggregation of composite costs.
Two main conclusions can be made. The first one relates to the theoreti-
cal consistency with which all choice elements must be treated; for this
reason modal split and route assignment were treated as choice situa-
tions and the corresponding multinomial logit models were derived. If
such consistency is not pursued, it is impossible to aggregate composite
costs as suggested in chapter 4. The second aspect relates to elasticity
in hip generation, and it was argued that the number of trips must be
a function of costs. This important issue, in spite of the fact that it is well
recognised in the literature, escapes most existing transport models, and
makes the results of many favel demand studies unrealistic. Particular
examples were given to support this view, and in the next and final
chapter, further examples will be described.
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Applications of rnaNUS, an
integrated land use and transport
model

In this chapter, a number of case studies are presented where a specific
modelling package, TRANUs, has been applied. The package is based on
much of the theoretical framework described in the previous chapters.
The purpose of presenting these applications is to illustrate particular
instances in which the proposed theories and methods can be helpful in
the solution of many real planning problems.

The chapter begins with a brief description of the modelling package,
followed by a case-by-case explanation of each application. The case
studies described are not the only ones where the package has been
applied; they have been selected as the most representative cases in each
of the following areas: urban land use planning, urban hansport
planning and regional transport planning. A ftnal example related 0o

energy evaluation is also included. The author has been involved in all
case studies described here together with colleagues, particularly with
B. Perez, A. Morais, M. E. Botero and P. A. Rickaby.

8.1 Brief description of the tnanus system

Tnnnus is an integrated land use and transport model that can be

applied at an urban or a regional scale. The program suite has a double
purpose: firstly, simulation of the probable effects of applying or imple-
menting particular land use and transport policies and projects, and
secondly, the evaluation of these efrects from social, economic and
financial points of view.

The rnanus system has been developed by de la Barra and B. Perez
since 1982. It is based on many of the theoretical proposals that have
been presented and discussed in the previous chapters. From its begin-
nings, a number of design requirements were adopted:

O The system had to be simple and efficient in operation, permitting
implementation on small microcomputers, but without sacrificing
detail, particularly with respect to the Eansport syst€m.

o In order to achieve theoretical consistency, the system had to
adopt a single theoretical framework for the representation of all
land use and transport phenomena, based on nested multinomial
logit models.

o The system had to include at least two hierarchical levels of spatial
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disaggregation, not only as a means to save computer and data
resources and to allow the analyst to concentrate on particular
areas of the system, but also to improve the quality of the results.

O The system had to provide the possibility of application at any
level of disaggregation, from a detailed urban scale to a large
regional scale; if combined with the use of hierarchies, it should be
possible to apply the system to a combination of urban and
regional problems.

o The land use model should be able to distinguish between a
variable number of employment, population and land use types,
should allow for the generation of flows between all activities, and
should include an explicit representation of the property market.

a The transport model should include a number of features, such as

elastic trip generation, repressed demand analysis, multi-path
search and assignment, the ability to combine commodities and
passengers, prohibited turns, transfers between public transport
operators, integrated fares, waiting time calculations, and exten-
sive evaluation indicators.

o The design of the programs should be flexible to ease applications
to many different contexts, particularly third world situations.

o The system has to be provided with a number of complementary
facilities, such as interactive data entry, calibration aids, data
processing facilities, extensive evaluation programs, and facilities
to report the results of the analysis.

8.7.7 General structure ol the model

An explicit dynamic structure relates the two main components of
TRANUS: land use and transport. The way in which land use relates to
transport through time is shown in figure 8.1, where discrete time
intervals are represented as t, , tz, tt, and so on. The land use model
estimates the location of activities in the different zones in which the
study area has been divided, and equilibrates a property market. The
activity allocation process results in a set of X,i matrices representing
functional flows from i to I by socio-economic sectors n. In the transport
model, these matrices of flows are transformed into trip matrices ?,i by
the trip generation model. In other words, functional flows determine
travel demand for each origin-destination pair, and it is assumed that

Time f' Time f2 Time t.

Figure tl.l. Dynamic
relations in the land use and
transport system

Land_l
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Transport
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this occurs instantly in a single period of time. Thus, activities in period
t, determine transport demand in period tr, and so on.

The transport model, in turn, calculates the generalised composite
cost of transport, which is one of the components of the utility function
in the activity allocation model. Tlansport costs are then fed back to the
land use model, and it is assumed that this does not occur instantly, but
only after a time period has elapsed. When a new hansport facility has
been introduced, like a new motorway or a metro system that improves
accessibility in particular areas, activities will take some time to react
and will change their locations gradually. Hence, transport costs cal-
culated for time t1 influence the location of activities in time t2, and so
on. Since there are also elements of inertia in land use from one period
to the next, the effects of changes in transport could well take several
periods to consolidate.

8.7.2 lnrul use calculations

The general structure of the model is shown in figure 8.2. The starting

lnput-output model
activity totals Land

Location of
basic activities

Location of
lloonpace supply

rGf

ltmem of land values

Transoort I I Multi-oath
cosis search

Trip generation,
modal split and

assignment

Capacity
r€striction

use data

Figure 8.2. Calculation
sequence used by rlerus
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point for activity location is an aspatial input-output model which
distinguishes between basic final demand sectors and induced sectors.
The number of sectors within each group can be freely determined by
the analyst. Given exogenously defined total basic employment and the
set of technical coefficients a""', the model determines totals of induced
employment and population.

The location of the increments (positive or negative) of basic employ-
ment is estimated, taking into account spatial hierarchies if they have
been defined. The analyst can exogenously assign parts of the increment
to particular zones; such would be the case if the location of a particular
industry was part of the set of policies.

This is followed by the location of the increments of floorspace. The
model assumes that any growth in activities is accompanied by a
proportional growth in the supply of floorspace. It will first determine
the magnitude of this growth and then will estimate its probable
location hierarchically. If, however, growth in activities is negative, the
model will assume no growth in floorspace. The utility functions for the
location of increments in floorspace include the following elements:
floorspace in the previous time period, equivalent land values, and
potential floorspace. Equivalent land values differ from ordinary market
values in that the former considers the intensity of land use, that is, the
area of floorspace that can be built per unit area of land, which is, in
turn, determined by planning regulations. Whenever Iand rent is taken
into consideration, the model uses equivalent land values, but once the
land market has been brought to equilibrium the model translates these
values back to market values. Potential floorspace, on the other hand,
is the area of floorspace that can be added to a zone, calculated as the
difference between the maximum floor area allowed by regulations, and
the floor area that existed in the previous time periood. As in the case
of basic employment sectors, the user can predetermine the location of
parts of the increment, to represent public housing projects (positive) or
demolitions (negative).

The next stage in the sequence of calculations is the hierarchical
location of induced activities, and estimation of the resultant floorspace
consumption in each zone as a demand function of land values. Con-
sumption is compared to supply in each zone, and land values are
adjusted accordingly. This starts an iterative process which ends when
supply and demand are approximated in every zone. Induced activities
generate flows, and these are calculated together with the spatial alloca-
tion process. The analyst may specify which activities participate in the
property market; for instance, if educational employment has been
defined as one of the induced socio-economic sectors, the analyst may
decide that such activities occupy their own premises, and hence do not
participate in the market; similarly, marginal or squatter population
may be left out.

8.7. 3 Transport calculations

In the simulation of the transport system, the first task of the model is
to search for the first n-paths connecting origin-destination pairs by
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mode. Each mode, in turn, can be divided into several transport
operators, assuming that a tripmaker can freely transfer lrom one
operator to another within a mode. For example, three modes can be

defined: cargo, public transport and private transport; in turn, cargo can
be divided into light and heavy trucks and freight trains, and public
transport can be divided into buses, metro and passenger trains. In this
example, commodities may transler from light trucks to trains and back
to heavy trucks, or any other combination. Public transport passengers

may take a bus to a metro station and then take the metro to a
passenger train.

The transport network is defined as a set of interconnected links. Each
link is described in terms of its main characteristics, such as link type,
link length, physical capacity, capacity ofeach public transport operator
and prohibited turns, Link type, in turn, defines a number of charac-
teristics of each link, such as speed, circulation charges (tolls), main-
tenance costs and the administrator in charge of the link. At the end of
the process, each path is represented as a sequence ofoperator and link
pairs that connect an origin centroid to a destination one. When along
a path there is a change of operator, a transfer is assumed, adding a
transfer cost and a waiting time to the cost of the path.

Once all paths have been found, the fust step of the iterative transport
calculations is to estimate the cost of travel along each path, the
composite cost by mode and composite generalised transport cost. The
cost of travel along each path is recalculated in every iteration to
account for changes in travel and waiting times due to congestion.

The activity model produces a set of matrices called functional flows,
which the transport model must turn into actual trips at particular
hours of the day (peak hour, 24 hours, etc.). The analyst can mix
functional flows in different proportions, resulting in transport catego-
ries. For instance, socio'economic categories such as agriculture,
mining and industry can be transformed into transport categories such
as light cargo, heavy bulk, liquid bulk, and so on. Trip generation
determines the number of trips that will be made from an origin to a
destination by a particular transport category, as an elastic function of
the corresponding generalised composite costs. Elasticity in travel
demand means that for a given functional relationship, more trips will
be made if there is a reduction in the cost of travel. As a result, in each
iteration, the number of trips will be reduced as congestion builds up.
The difference between the number of trips in the last (equilibrium)
iteration and the first iteration will represent the number of trips that
are not made because of congestion, and this is called repressed demand,

Trips for each category are then distributed to modes with a multine
mial logit model where the utility function is determined by the com-
posite cost of travel by mode. Distribution is made over all modes
available to each category. For instance, a trip cat€gory representing
commodities will only choose from cargo modes, such as trucks, ships,
and so on. Modal choice for passenger categories is restricted by car
availability.

Trips by mode must now be assigned to the difierent paths connecting
the origin to the destination by that mode. Since each path implies a
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particular sequence of operators and transfers, trips are simultaneously
assigned to operators, as well as to links of the network. This is carried
out with another multinomial logit model, where the utility function is
determined by the cost of each path. By applying vehicle occupancy
rates, trips are transformed into vehicles by operator in each link of the
network. In the case of public transport operators, exogenously given
vehicles are assigned directly to the network; alternatively, the user can
ask the model to determine the number of vehicles as a function of
demand, Finally, the number of vehicles by operator are transformed
into standard vehicles by applying appropriate rates.

In the final stage of the iterative process, travel speeds are reduced
and waiting times are increased in every link for each operator as a
function of demand/capacity ratios. Once travel times and waiting times
have been adjusted, the calculation returns to the estimation of cost,
because the new travel times will affect travel cost at path level, and
consequently at all other levels. In turn, the new costs will afrect trip
generation, modal split and assignment, and even the location of activi-
ties in a future time period.

8.7.4 The evaluation procedure

For the simulation and evaluation of land use and/or transport policies,
the model must be applied throughout the projection period at discrete
time intervals for a base case scenario, where the policies are not
included, and to an alternative scenario which includes an explicit
definition of the policies. The diflerences in the results will represent the
net eflect of introducing the policies. At the end of the process an
evaluation procedure can be applied. which compares the results of the
base case and alternative scenarios, and estimates a number of socio-
economic, fuel consumption and financial indicators.

In order to perform energy evaluation, the activity location model
calculates the amount of fuel required for domestic heating as a
function, among other variables. of floorspace density, insulating par-
ameters and heat loss parameters. In the case of transport related
energy consumption, the transport model estimates fuel consumption
by operator as a function ofspeed. The results are read by the evaluation
procedure which fansforms consumption into standard energy units.

For the economic and financial evaluation it is necessary to provide
the evaluation procedure with details such as the capital costs of the
alternative scenario through time, discount rates, and shadow prices for
some elements, such as for diflerent types of fuel. With this data, the
procedure will estimate indicators such as cost/benefit ratios, net
present values and internal rate of return, considering economic or
financial costs.

8.1.5 Operative structure o/ rReruus

From an operative point of view, rnaNus consists of a number of
computer programs linkd to each other through data files. Figure 8.3
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shows its main components. The main prograln are:

roc This program performs all the land use related calculations. It requires
as input the location of activities in a previous time period, a description
of current land use policy, transport costs for a previous time period, and
a set of parameters. The program outputs the resulting locaton of
activities for the current time period, together with floorspace estimates,
land values. and locational utilities. It also produces a file containing the
resulung matrices of functional flows.

FLttJ This program acts as an interface between the land us€ mod€l and the
transport model, transfonning socioeconomic categorles into transport
categories. These two types of categories may not be the same, and the
analyst might want to change them in difierent ways, aggrcgating them.
splitting them, or combining them. The progrem also allows for a

L49
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number of additional matrix manipulations: matrices can be transposed,
duplicated or combined. Some of the options are particularly useful to
represent combined trip purposes, such as home-+chool-work, or to
represent a proportion of empty return trucks, For 24-hour simulation,
matrices are usually duplicated. Er,u; reads the matrices produced by the
land use model and a parameter file where the optional transformations
are specified, and produces a new file containing the resulting matrices
by transport categories.

pasos This program performs the multi-path search in the transport network.
It will read a network file and a parameter file shared with the transport
model. It will then search for the first n paths, connecting each origin to
each destination by mode, storing the path descriptions in a set of output
files.

rneNs This program contains the transport model. It will first read the network
file, the path descriptions, and the functional flows by transport category
produced by rr,ul. With this data, the program will perform all transport
related calculations, i.e. trip generation. modal split, assigament and
capacity restriction. Once supply-demand equilibrium has been reached
in an iterative way, the progrem outputs the results of the assignment
process, a file containing costs and trips matrices, and a file containing
the evaluation indicators calculated during the simulation.

cosT The purpose ofthis program is to act as a transport-to-land use interface.
Thus, its function is the opposite of rr,uy. It will read the matrices of cost
by transport category produced by the transport model, and will turn
them back into socio-economic categories, following the same instruc-
tions given to FLUI by the analyst, but in reverse order. It will also
perform other functions, such as estimating costs for the first hierarchi-
cal level of zones when necessary, estimating intra-zonal costs, and
making all resulting matrices symmetrical. The latter are stored in an
output file.

EVAL This contains the evaluation procedure. Its purpose is to read the land
use and transport outputs of two scenarios simulated lor several time
periods. With this and additional data from a parameter file, the program
produces a set of comparative tables for the two scenarios through time.
The comparative tables are complemented by a number of indicators
that will help tbe analyst in policy evaluation. An accounting system,
organised around users, operators and administrators, is compiled for
the various time periods, calculating, among other things, present
values ofcurrent costs and benefits on a yearly basis, present values of
capital costs, consnmers' surplus indicators, cost/benefit indicators and
rates of return, together with energy evaluation.

8.2 Urban land use planning applications

8.2.7 Development plan of Curagao

The purpose of this application was the design of an urban development
plan for the island of Curagao ( I 981 popul ation, 147 3 88), and its main
city, Willemstad. [n 7976 a master plan had been designed which
included broad proposals related to land use and the transport network
(onov, 1976). Thiq master plan had to be updated, and the broad
proposals had to be specified with more precision,

The rnexus system (onov, 1986) was calibrated for the base year
1981 to coincide with the 1981 census, which collected most of the
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required data. including a rudimentary form of origin-destination data
and other transport variables. The census zones, which were related to
a geo-coding system, were aggregated to 3O transport zones to cover the
whole island. The zoning system and transport network are shown in
figure 8.4.

Population was represented as households of three income groups,
four types of land were considered, and employment was divided into
four categories. For the transport simulation, trips to work for each
income group were treated separately, as well as trips to services and
trips to school. The network was coded with seven link types. which
could be used by private or public modes. In turn, the public mode was
divided into bus and minibus operators.

The simulated values of activity location, land values, peak hour
origin-destination flows and traffic volumes were checked against
existing data. Given the quality of data and the care with which it had
been collected, it was possible to make a detailed calibration which
resulted in very close real to simulated values.

Past trends in the growth of basic activities at the island level.
together with a broad study of the national economy, were used as a
basis flor predicting future basic employment growth. Since at the time
of this application economic prospects for the island were not considered
good, two assumptions were adopted for the future, called 'trend' and
'low'. The latter particularly resulted in negative growth lor most
sectors.

From the point of view of land use policy, four alternative policies

were devised: a trend or business as usual policy, a concentrated policy,
an east-bound policy and a west-bound policy, depending on which
direction the land use policy placed more emphasis. Land use policies
were combined with the trend growth assumption, and the low growth
assumption was tested only with the trend land use policy, resulting in
a total of five scenarios in all. Each scenario included particular public
housing projects and a common road building programme. Separate

Figure 8.4. Zoning and transport network for the study of Curagao
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runs of the model were carried out from the base year l98l to 1995
every five years. The first pro.iection run was for the known year 1985,
for which check data had been collected, making it possible to verify the
dynamic behaviour of the model.

The results obtained proved useful in a number of ways. The main
purpose of the simulation exercise was to define the emphasis of where
development should go. The 7977 master plan had suggested that the
west-bound scenario should be preferred. The results of the simulation.
however, proved that extensions to the urban area in general had
negative effects from many points of view, and that the existing urban
area had sufficient capacity to absorb growth and expected changes in
land use. Consequently, the land use policy that was finally adopted was
characterised as 'relative concentration', together with a housing pro-
gramme based on small in-filling projects instead of larger estates in the
outskirts. The results of the model were also used to dimension the
housing programme. On the transportation side, it was proved that the
bus system had capacity problems, and that the increased revenues of
a larger fleet would pay for the necessary capital costs. In fact, more
buses were bought, which proved that the results were correct. The
results from the assignment model proved that a major ring-road project
was redundant, and was consequently eliminated from the investment
programme.

The main conclusion from this application is that an integrated land
use modelling package can be very useful for the design o[ an urban
development plan, mainly because it provides consistency to the gener-
ally large number of policies that are part of the plan. For instance, if the
tourist industry is assumed to play an increasingly important role in the
economy of Curagao, thus increasing the number of jobs in the centre
of Willemstad, then a concentrated land use policy improves the work-
home relationship (as well as the urban environment), and major road
construction in the outskirts becomes unnecessary.

8.2.2 The master plan of I-a Victoria

The purpose of this application was very similar to that of Curagao, i.e.
the application of the TRANUS system to guide the design of an urban
land use plan. The results are reported in ulNnun (1986).

The urban area of La Victoria in Venezuela (1981 population,
108 975) comprises three towns, and as shown in figure 8.5, is part of
a larger surrounding region. Since it was known that there were strong
interactions between La Victoria and the rest of the region, zoning was
arranged in a hierarchical fashion: four regions were identified in the
first level, of which La Victoria was one, in turn divided into zones 5 to
29.

Data was collected from a number of sources, and comprised four
employment categories, three population categories, and three land use
types. Private and public modes were distinguished in the transport
system, the latter divided into buses and minibuses with diflerent fare
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Pigure 1i.5. Hierarchical zoning and transport network for the study of Ia Victorla: (a)
first level ?ones I to 4; (b) second level zones 5 to 29 (associated with first level zone 4)

structures. With this data, the model was calibrated for 1981 and 1985
in order to check its dynamic behaviour,

During the 1970s the study area went through a period of booming
expansion, with an average of approximately 7o/s annual growth for
basic industry, with similar rates for other sectors and population.
However, from I 981 onwards. growth rates decreased substantially. As
a result, two possible scenarios were devised: a high scenario, with an
average annual rate of 3.5%, and a low scenario with a rate of 2.5%o,

Projections and simulations were carried out every five years from 198 5

through 2005.
Instead ofadopting several land use and transport scenarios, as in the

case of Curagao, a single scenario was simulated here, based on an
iterative approach. Initially, a set of policies were devised and simulated
with the model through the projection period. Then the results were
examined and modified to produce a second set of runs. The process was
repeated several times until the planning t€am was satisfied that the
policies represented the best option. Each time, sinulations were carried
out for the high and low growth scenarios, in order to check the
robustness of the proposals under difrerent growth assumptions.

As a result, the model was not only useful for the process of policy
design, but an integral part of it. Furthermore, in this application, as

well as others not reported here, the model has been installed in the
agency responsible for planning and is regularly used to increase the
level of detail of the proposals, and to update them as new events
emerge. For instance, soon after the analysis had been finished, a major



154 Applications of TRANUS

railway project which seriously affects La Victoria came on the scene;

the model was then used to analyse these effects and modify the
proposals.

From a methodological point of view, the adoption of a hierarchical
system of zones proved that La Victoria was seriously competing with
other parts of the region for the attraction of new industry and housing
developments, and that. as a result. was not able to maintain its relative
importance. Towards year 2005, however, its relative importance
would grow again, due to saturation of other areas. The hierarchical
system was also useful to predict traffic flows along the main roads
connecting La Victoria to its surrounding region, as well as significant
through traffic. In fact. results sugg,est that through traffic will create
serious congestion problems inside the urban areas. These conclusions
would not have been possible if the hierarchical arrangement had not
been adopted.

8.3 Urban transportation planning applications

8.3,7 Extension ol the Carrcas nrctro sgstent

Figure 8.6 shows the metropolitan area of Caracas and surrounding
areas (1981 population, 4.5 million). It is characterised by high density
housing, a large concentration of government and tertiary employment,
and a road network based on a relatively small number of urban
motorways. These characteristics, combined with relatively high car-
ownership rates and cheap oil prices. have congested the road system

to a considerable extent. As a result. the city became a candidate for
mass transit as early as 1966, when studies for the construction of a
metro system began. Figure 8,6 also shows the proposed metro system
with the sections that have already become operative.

The metro system has been very successful in providing a high quality

Figure 8.6. Zonlng and
transport network for the
study of the extension of the
metro line in Caracas
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service, but can do very little for the increasing number of people living
in the so-called expansion areas. valleys which are located 20 to 5O

kilometres away from the main urban area, separated by mountains. In
order to contribute to the solution of this problem, the Caracas Metro
Company decided to study the feasibility of building a line connecting
Caracas to Los Teques, one of the expansion areas, as shown in figure
8.6.

For the estimation of the demand, the rneNus system was applied to
the whole of the urban region of figure 8.6. The inclusion of such a large
area in the analysis was considered necessary, because expansion areas
compete for development; hence improving the accessibility to one of
tbem affects all others. Results of this application are reported in
cAMErRo (1987).

Since the study had to be carried out in a very short period of time,
the area was divided into a small number of large zones, also indicated
in figure 8.6. The transport network, however, had a certain complex-
ity, due to the fact that it had to adequately represent urban and
suburban buses. minibuses, the existing and future metro lines, urban
and regional motorways, main roads, metro stations, pedestrian links.
and so on.

Calibration of the model was carried out for l98l and 1985, and a
single growth scenario was assumed for the future, again in five-year
periods to 2005. Within this limited scope, two future scenarios were
simulated and evaluated: with and without the proposed extension of
the metro system. The rest of the elements, such as land use policy,
public housing, the rest of the metro expansion programme and other
transport related policies were deliberately kept unchanged for both
scenarios, to provide a ceteris paribus character to the analysis.

The results went well beyond its main purpose: mainly the dimen-
sioning of the proposed system and whether its construction should be
recommended at all. The study did show that the extension was benefi-
cial from many points of view, both to users and to the operation of the
metro system in general, although it raised doubts abouts its cost-efrec-
tiveness due to high capital costs. The results were used to determine the
size and frequency of trains, the capacity of the stations, and lare
structure of the service. But the study also provided insights about the
functioning of the whole metro system in the future. For instance, it
showed the points in the system where alarmingly high demand levels
will be reaching capacity, both along particularrail links as well as some
of the pedestrian connections. Additions to the current programme are
being devised to help solve some of the conflicts. The analysis also served
to highlight the potential of the los Teques area to absorb urban
development, and the closeness with which such potential is related to
accessibility. The proposed extension, it was concluded, will not only
serve a purely transportation purpose, but will allow for the incorpora-
tion of a large residential area, reducing the cost of living to a consider-
able portion of the population.
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8.3,2 A nrcnorail systenl lor the south-east ol Cararus

The south-east of Caracas is a large area with great potential for
medium to high income residential development, In contrast to the area
of Los Teques described in the previous section, this is not strictly an
expansion area, but, due to its closeness and lack of important physical
boundaries, must be considered an integral part of Caracas.

Access to the centre of town, however. is limited to two major roads,
which are clearly insufficient for an increasing demand with high
car-ownership. Since new roads cannot be introduced and the current
ones cannot be expanded, local authorities decided to 'freeze' building
permits in the area, igniting a conflict between current and potential
dwellers, authorities and private developers. In order to solve this
problem, a private group proposed the construction of a monorail
system that would connect the south-east with the centre, acting as a
metro feeder at the same time.

In order to dimension the monorail system, the stations and a com-
plementary bus-feeder system, the rnenus model was applied to exactly
the same area shown in figure 8.6 above, but since the complexity of the
area is much larger than that ofLos Teques, a second hierarchy ofzones
was introduced, as shown in figure 8.7. The modelling exercise,

Figure 8.7. zoning and transport network for the evaluation ofthe monorail system for
the south-east of Caracas
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reported in Aerorriel (1987), also had the purpose of evaluating the
effects of the proposed system on the population and on the rest of the
transportation network.

Two sets of scenarios were defined for short-term projections. A first
set included three broad alternatives for the study area: a do-nothing
scenario, a scenario based on a bus system on exclusive lanes, and a
monorail based scenario. A second set of scenarios was simulated in
order to determine the ideal set of routes for the system, and the fare
structure that optimised its financial feasibility.

Results from the first set showed that the do-nothing option led to
medium-term chaos, while the exclusive bus lane option led to a short-
term chaos. In the first case, results showed that authorities were right
in implementing the 'freezing' policy for the area. The exclusive bus lane
system would provoke immediate chaos because the only possibility was
to extract capacity from the existing and congested roads to the ex-
clusive lanes. It was interesting to see that the model predicted some
benefits for the bus-riders of the area, but inflicted great pain to car-
owners and even bus-riders in the rest of the city. Results from the
monorail scenario, by contrast, showed a general improvement
throughout the city, and mixed well with the metro system. They also
showed that the monorail was not able to perform its functions, unless
complemented with a minibus feeder service.

The second set of scenarios was devised to help in the design of the
routes and stations, as well as the feeder sysiem. Since the proposed
system is to be implemented by the private sector, design considerations
and demand analysis were closely related to financial feasibility. A large
number of tests were carried out, varying fare structures, location of the
stations and route layouts, until a particular design was achieved which
produced estimates of income enough to pay for operation and capital
costs. In order to achieve this, the original design of the monorail
evolved considerably through the modelling exercise.

8.4 Regional transportation applications

8.4.7 The Caracas-ln Guaira motorwag

Caracas is linked to the coast through a doublelane motorway. Along
the coast there is a thin strip of land squeezed between the mountain
and the sea. The area is densely occupied and performs several
functions. Venezuela's main port and airport are located here, and there
are many recreational facilities together with weekend housing. Due to
its closeness to Caracas, it also acts as an expansion area, similar to Los
Teques described above, housing a population of 400000. This forces
many people to commute, and as a result the number of trips along the
motorway has increased steadily through time. During weekends
recreational trip-makers must queue for hours.

The Caracas-La Guaira motorway also has many physical problems,
particularly landslides, which increase its maintenance costs, partly
compensated by a toll system. In order to solve some of these problems,
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several alternative projects have been devised, from extensions to
parallel roads and railways. Recently, the government has been
studying the possibility of privatising maintenance, but in order to
negotiate with future concessionaires, required a full study of future
demand.

To this end, the TRANUs model was applied to a zoning system very
similar to the one used in the study of Los Teques, except for the
coastline area which was disaggregated into several zones. Results of
this study are reported in mrc (1986). As in the previously described
application, calibration was carried out lor 1981 and 1986.

Projections were made every five years through to 2005, considering
several scenarios. This time scenarios were defined as future events that
would affect the management of the motortvay. A first trend scenario
assumed that there were no projects around the existing motorway; a
second scenario assumed the introduction of a second motorway,
roughly parallel to the existing one; a third scenario assumed the
introduction of a passenger railway system, also parallel to the existing
motorway; a fourth scenario included both the motorway and the
railway.

The first interesting result from the model was that in the base year
1986, the toll system had to collect at least twice as much as what was
being collected, a similar conclusion to the one arrived at by a congress-
ional committee set up to investigate corruption in toll stations. The
model showed that the toll stations should collect enough to cover
maintenance costs of the motorway, of an old and winding road that
also connects Caracas to La Guaira, and of parts of the road system in
both ends. This sum, according to the model estimates, would increase
in the fluture but much more slowly than expected by previous studies.
The reasons for this slow growth are two-fold: the capacity of the
existing motorway restricts demand, and the capacity of both La Guaira
and Caracas to house new development is also limited.

Results from the other scenarios showed an increase in demand as the
first of these restrictions was removed, but growth was still limited by
the second one. The parallel motorway was, in general, more successful
than the railway system, because it attracted traffic of all types, while
the train service only included passengers. Also, since both solutions
must have a relatively steep gradient. buses can achieve higher speeds
than trains.

Paradoxically, from the concessionaire's point of view, the do-nothing
trend scenario was the best. The parallel motorway scenario doubled his
maintenance costs and increased revenues by only 30o/o because of land
use restrictions. The railway kept his maintenance costs constant but
reduced revenues. Naturally the addition of both motorway and train
was the worst scenario for the concessionaire. Some of these results are
represented diagrammatically in figure 8.8.

Apart from the future estimates that were the main purpose of the
study, results from the model highlighted two other main conclusions:
(a) land use and environmental restrictions in the La Guaira area
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Figure 8.8. Some results of the study of the Caracas-l,a Guaira motorway. Ieft: Annual
growth rates from I 985 to 2O00 ofpopuladon. total dps, and trlps along the Caracas-Ia
Cuaira corrldor. Tbe trend scenario (A) is the most congested particularly in the corddor,
hence the smaller number of trips. When the parallel motorway is introduced (B) the
number of trips along the corridor increases substantially. The light rail scenario (C)
generates fewer tripc in the corridor, The combined motorway and light rail scenario (D)
accommodates the most trips, but still does not match population growth. Righf Modal
split along the Caracas-La Cuaira motorway - year 20O0, When the parallel motorway
(B) is introduced, there is a small shlft to the private mode in comparison wlth the trend
scenario (A). When light rail is introduced (C), use of public ransport incrreases substantl-
ally, although use of buses declines. Bottom: The difference between maintenance costs
and income from tolls. Revenues are largeS in the frend scenarlo (A). When the pardlel
motorway is introduced (B). malntenance costs almost double, but income does not
increase accordingly. Wben light rail is tntroduced (C), maintenance costs remaln un-
changed, but income drops. When botb projec{s are introduced (D), the motorway
administrator must absorb substantially increased maintenance costs with reduced
income
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question the convenience of building new transport facilities to the area,
and (b) of these, the railway is the least convenient because of its
limitations under steep conditions, and high capital costs. In fact, the
government announced recently a programme to improve the existing
motorway and permanently dropped the railway project which had
been completed from the engineering point of view, diverting the funds
to other more convenient projects. From a methodological point of view,
the study demonstrated that it is impossible to make even medium-term
projections of a road like the Caracas-La Guaira if the model does not
integrate land use and transportation.

8.4.2 The Central Railway system of Venezuela

Venezuela has only one small railway line connecting the city of Bar-
quisimeto with Puerto Cabello. For some time, the railway authority
(rnnnocen) has been studying an ambitious programme to build a
complete network for the country, and the study of the first line,
connecting Caracas to Valencia and Puerto Cabello, is well advanced. [n
fact, it was FERRocAn who carried out and later dropped the Caracas-La
Guaira project referred to in the previous section.

A railway link between Caracas; Valencia and Puerto Cabello is of
strategic importance to the economy of the whole country. The rr.exus
system was applied, then, to the country divided into regions, and a
second hierarchical level was defined for the two regions directly
afrected by the railway project. This is shown in figure 8.9. The results
of the study, which was carried out together with the firm rx'aNspr,aN,

are reported in rsnnocen (1987). The purpose of the study was two-fold:
to estimate future demand for the layout and dimensioning of the track,
trains, stations and services, and to assess the spatial and socio-econom-
ic efrects of the system.

This is by far the most complex application of the rnexus system so

far. The model was asked to simulate the location of population and
employment throughout the country distinguishing economic sectors

and income groups. External zones were defined to represent imports
and exports. It had to represent the movement of commodities of dif-
ferent types (light and heavy bulk and general cargo) using light and
heavy trucks, and railway. It also had to represent population by
income gxoups performing trips to work and to services using cars,

regional and surburban buses, and regional and surburban passenger

frains. In addition, access to cities involved urban buses and trains
(metro links).

To calibrate such a complex system, special origin{estination
roadside interviews were carried out at strategic points in the network.
All lorries were stopped and information about the particular commod-

ity being carried and the origin and destination zone and sector was

collected. All bus drlvers were similarly interrogated, complemented by
data collected at bus stations. A sample of cars was stopped to find out
origin, destination and purpose of trips.
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Figure [i.9. Zoning and transport network for the study ofthe Caracas-Valencia-Puerto
Cabello railway: (a) first level zones I to I l: (b) second level zones 14 to 26 (associated

with first level zones 8 and 9)

After an ext€nsive calibration effort, projections were carried out
through to 2010, First, two scenarios were tested: with and without the
proposd railway. Results showed that demand for both passengers and
commodities would grow steadily through time. and that the railway
would have a definite and substantial impact on the location of activi-
ties. The land use model showed the emergence of a large linear city
developing from the south of the Central Region (the Tuy Valley) right
through to Valencia. From the transportation point of view, results
showed that if the railway is not built, the main Caracas-Valencia
motorway will face medium-tenn congestion. deteriorating its level of
service alarmingly. Demand on the railway sysCem went as high as 250
thousand passengers on line per day.

Having established the convenience of building the railway. a second
set of runs was carried out with design purposes, in order to determine
the purpose, size and location of stations, and the frequency and
capacity of regional and suburban services. Tests were also carried out
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to estimate demand sensitivity to fares, and the competition between
trains and buses and lorries. Currently the engineering project and the
operational plan are being developed; for this purpose the model is

consulted in a permanent way. The model has been installed in
FERRocAR to evaluate other parts of the national railway system.

From a methodological point of view. the main conclusion is that a

very complex application like the one described is perfectly possible at
reasonable costs. The package proved to be light enough to enable a
large number of tests, in spite of the fact that personal microcomputers
are being used. From a theoretical point of view, this application shows
that the set of nested mulitnomial logit models can be successfully
applied on a nationwide scale. The multi-path search algorithm
allowing transfers from regional buses to trains to metro and urban
buses performed well, producing realistic results. Since the network was
perfectly symmetrical and 24 hour demand was also assumed to be

symmetrical, symmetry was expected and obtained from the assign-
ment module, proving that the algorithm is independent of the topology
of the network. Traffic counts showed that directional variations in
traffic are very small (less than 5%), and due to the randomness of their
distribution, differences are attributable to collection errors rather than
to an asymmetrical behaviour.

8.4.3 Evaluation ol five motorway projects

The same system described above for the railway system was later
applied for the evaluation of five motorway projects which were part of
a bid by the Minishy of Transport of Venezuela to the Interamerican
Development Bank (nn). The results obtained are reported in-urc
(1987). In order for the bid to be successful, the bank must be satisfied
that each project produces an internal rate of return above 72%.

Traditionally, road building projects are evaluated by assuming a
growth rate for traffic for a period of fifteeen to twenty years. Operating
costs of vehicles are then estimated on a with and without project
basis. The resulting savings are then multiplied by the expected traffic
obtaining net present values, which are compared to the net present
value of capital costs to estimate the internal rate of return.

However, each one of the five projects is of strategic importance to
the country, and hence the simple assumption of growth rates for traffic
is unsatisfactory. The TRANUS system was used instead to obtain traffic
projections, and since the package includes an extensive evaluation
procedure, the resulting rates of return were compared to the ones

obtained in the traditional way. Projections were carried out through to
year 2005 according to seven scenarios: a scenario with none of the
projects, one scenario for each project, and a scenario with all projects
simultaneously.

For each proiect three traffic projections were obtained: without the
project (in the existing old road), with the project and with all projects.
The results showed, in the first place, that the projects were not indepen-
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dent from each other. In one particular case, because of the way traffic
was distributed system-wide, the project showed, when evaluated in
isolation, a rate of return ol 7o/o, that is, below the minimum; the same
project, evaluated as part of the set of five, showed a rate of return of
43%, well above the minimum. The main conclusion here is that
projects of this kind cannot be evaluated in isolation, but only as part
of a broader system.

It was also interesting to compare the results from rnaNus with the
ones obtained by the traditional method. Savings in operating costs are
not the only variable to be included in the evaluation and there are
many other positive or negative aspects that must be taken into con-
sideration. In another case, for example, the proposed road con-
centrated traffic along an existing motorway which is currently operat-
ing close to capacity; benefits perceived in the project itself were com-
pensated negatively by the congestion it created in other parts of the
network.

In general, a regional or urban transportation system is far too
complex with many tight relationships with other transport elements
and the activity system. It is surprising, then, that large amounts of
money should be decided on the basis of extremely simple and short-
sighted methodologies.

8.5 Land use and transport energy consumption

8.5.7 Alternative scenarios lor energy consumption in an urban region

This research has been carried out by the author with P. A. Rickaby at
the Centre for Configurational Studies, The Open University, UK, and is
reported in Rickaby and de la Barra (1987). The starting point of the
study was the relationship between the spatial organisation of society
and its use of energy. The conventional wisdom holds that compact
settlements are fuel conserving, and that if fuel is to be saved, then the
spread of surburbia must be halted and new development directed into
existing urban areas. Such policies are intended to reduce the separation
of homes and work-places and encourage a switch from private cars to
the more luel efficient public modes of fransport.

Taken to the extreme. the most fuel efficient settlement is one in
which nobody travels or does anything. Therefore what is required is
not absolute fuel conservation but relative fuel efficiency. In other
words, the ideal settlement is the one that saves the maximum amount
of fuel with existing technology, and at the same time allows for
maximum mobility, or as it turned out in this study, can be achieved at
the least social cost.

The purpose of the study was two-fold: (a) to develop a methodology
that could assess costs and benefits in terms of energy, and (b) to explore
a set of realistic options for the future development of a typical urban
region and assess them from the point of view of energy use.

The rnenus system estimates the use of two types of energy: within
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place and between place energy, i.e. in dwellings and transport.
Domestic space heating is calculated as a function of the floor area
consumed by each activity type in each zone, the overall conversion
efficiency of the heating systems in the dwellings and a retroJit parameter

which allows for changes in the market penetration of central heating
systems or changes in the Ievel of insulation. Fuel use by vehicles of
different types is calculated as a function of average speed in each link
of the network after capacity restriction.

Data was collected for a sample of twenty British cities with popula-
tions of between 5OOOO and l50OO0 persons. Data from these cities
were combined with national statistics to produce an archetypal con-
figuration and an associated 52-zone distribution of population, em-
ployment and transport system, in order to free the exercise from local
irregularities. The model was calibrated against this idealised data-set
which is diagrammatically represented in figure 8.lO as pattern O. Data
for the calibration of the domestic heating function were obtained from
studies of the British housing stock by Penz (1983) and Leach and
Pellew (1982). Vehicle consumption was obtained for typical British
vehicles of several types.

From this starting point, five alternative patterns were devised to
represent realistic possibilities for the development of city regions and to
compare their properties in respect of accessibility and energy use. The
modifications of the existing configuration were all based on published
speculations about the way in which settlement patterns might be
altered in order to save fuel in buildings, or transport, or both. They
include the concentration of new development into the central city
(pattern 1), into ribbon developments (pattern 2), and into satellite
towns (pattern 3), and the dispersal of new development into both-linear
and nucleated configurations (patterns 4 and 5). All of the modified
patterns included the same network of maior roads, the same central
area, and the same total city population as derived from the existing
configuration. In each case the modifications are the assumed result of
strategic planning policies operating over a period of 25 years.

In addition, the comparative evaluation of the patterns was made in
the context of three energy scenarios. The scenarios characterise the
range of realistic possibilities for economic and energy supply conditions
in Britain on a 25 year horizon. They range from a high energy
business-as-usual scenario, through a technical-fix scenario in which
economic growth is decoupled from growth in energy use, to a very-
Iow+nergy scenario combining intensive fuel conservation with low
economic growth and with changes in lifestyle and standards of living.
Figure 8.11 shows the primary fuel demand in each of the three
scenarios.

In order to compare the patterns, a standard unit was devised relating
benefits with energy: utils/gigajoule saved (U/G). Utils was the name
given to the indicator of average utility which combined land use and
transport benefits (from equation (4. 1 1)). The results obtained from the
model, shown in figure 8.12, indicate that less fuel is used in each of the
five modified patterns than in the original, but in every case there is a
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FFuFFI T.

Figure 8.10. Six development pattems for energ5r evaluation

loss ofbenefits. The greatest saving offuel, particularly from transport,
is made in pattern l, which is the result of a sustained policy of uiban
containment, increasing overall density by about a third and reducing
trip lengths cbnsiderably.



Figure 8.11. Primary fuel
demand for the three energy
scenarios in the energy
evaluation study

Figure 8.12. Overall energy
evaluation summary for each
combination of scenario and
pattem
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The next largest fuel savings are made in pattern 3, based on satellite
towns at some distance from the central city. However, these savings
are almost exclusively in the domestic sector, compensated by longer
trips. The fuel savings in this pattern are the most costly, varying from
7O to 93 U/G according to scenario. The least costly fuel savings are
made in pattern 5. in which population is located in villages, varying
from lO to 25 UlG,In the transport sector there are substantial positive
benefits associated with fuel savings: 55 U/G in the high scenario, 234
U/G in the mid scenario, and 200 U/G in the low scenario. Patterns 2
and 4 are linear configurations that produce savings in domestic fuel
against an increase in transport fuel due to the concentration of traffic
along main roads.

It is interesting to consider the results from the point of view of the
energy scenarios. In a business-as-usual environment, the existing
settlement pattern appears to be the most appropriate. In a technical-fix
environment aimed at fuel conservation without changes in lifestyle,
patterns 1 or 5 would be the most appropriate targets for planning
policy. In a very low economic growth scenario with intensive fuel
conservation, patterns I and 5 again provide the most appropriate
policy targets, but the high urban densities associated with pattern 1

may restrict the exploitation of solar energy for heating, which is an
important component of this scenario.

From a general methodological point of view, this application shows
that integrated land use and transport modelling can be very useful to
assess policy implications on the consumption of energy. The integrated
approach is essential because within place and between place energy
consumption are closely related. In the application reported here, the
modelling system has been applied to a hypothetical town, but it can be
equally applied to any real case study. Furthennore, the complexity of
the calculations involved suggests that integrated modelling is, perhaps,
the only method currently available for this kind of analysis. Hence,
energy evaluation represents one of the most promising areas of applica-
tion for integrated land use and transport modelling for cities of Europe
and the USA.



Appendix: computer programs

Throughout this book, reference has been made to a number of
computer programs that are intended to help the understanding of
particular topics. They can be used by the interested reader for his own
benefit, or they can be used for computer aided teaching.

All programs have been written for the Ms-Dos operating system and
require modest resources, so that they should work on many popular
personal computers. There are English and Spanish versions. In some
cases, there are programs that require graphic screens, but there is
always an alternative version without them. Each program is accompa-
nied with a document file to explain its use, and one or more example
data-files.

Users interested in acquiring these programs should post two DsDD

5]" diskettes with a covering letter explaining the intended use (for the
purpose of keeping a record) to the following address:

T. de la Barra
Apartado Postal 47709
Los Chaguaramos
Caracas 1041-A
Venezuela

What follows is a short description of each of the programs referred
to in the book. All programs have been written by the author. In many
cases they are representations of models proposed or developed by
others, and they have been written on the basis of published material.
Hence, there might be conceptual differences between these versions
and the originals, not always involuntary.

DIAL

This program contains a simplified version of Dial's assignment
algorithm, with a fixed number of trips from a given pair of origin and
destination nodes.

ECHE

This program contains a version of Echenique's (1969) model of floor-
space and activity location. It is similar to the program LowRy, and in
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fact can use the same data-files, to facilitate the comparison of the
results.

INPRO

This program contains the single-region inputrutput model. Solution
is achieved through the iterative method proposed in figure 5.5. Inter-
mediate outputs are shown to allow for a better understanding of the
model.

LOWRY

This program contains an entropy maximising version of lowry's
(1964) original model. It has been written so that it can share the same
data-files with program EcHE to facilitate the comparison of results.

REGINP

This program contains the multi-region input--output model as des-
cribed in section 5.4. By setting the parameters in appropriate ways, the
program can include elasticjties and prices. Intermediate results can be
inspected optionally.

RIVER

This program has been specifically designed for the saample in figure
4.5. The user can run the same example or can modify data to experi-
ment with variations.

UTIL

The purpose of this program is to calculate a number of numerical
examples related to discrete choice and random utility theory. One or
several options can be calculated and compared, as well as one or
several decision-making groups.

VONTH

This program contains an extended version of Von Thiinen's original
model, along the lines explained in chapter 2. By fixing the parameters
in appropriate ways, the bare original model can be run, then demand
elasticities can be introduced, and finally land consumption elasticity. If
the user has a graphic screen, a version of this program will draw the
resulting diagrams.
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